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Alan Turing’s seminal 1952 work on morphogenesis [1] is widely known and recognised in the field of mathematical biology. Less known is
his work on the problem of phyllotaxis, which was never published at his time but is included in Turing’s collected works [2]. It consists on
three parts: the first is a detailed mathematical description of the arrangements of leaves on the stem of plants; the second is an application
of the reaction-diffusion equation to the problem, and the third part is a solution of these equation for the case of spherical symmetry. It is
the purpose of this work to present Turing’s results contained in the second part in a comprehensive and detailed way. This is motivated by
the fact that these researches have remained obscure and ill-understood. In particular, we focus on the morphogen equations for an assembly
of cells since this discrete case may be useful in many circumstances where the continuum limit is not adequate or applicable.
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1. Introduction

The aim of Turing’s “The Chemical Basis of Morphogene-
sis” [1] (hereafter referred to as CBM) is to show that, by a
combination of diffusion and chemical reactions, patterns can
arise in an originally homogeneous tissue. This highly cited
work became a master piece of the mathematical modeling
in biology and the best known model to explain biological
pattern formation [3].

Alan Turing was vividly interested in the phenomenon of
Fibonacci phyllotaxis, and his work on this problem is less
known since it remained unpublished for many years. After
publishing the CBM, between 1952 and 1954, Turing wrote
unpublished manuscripts and notes of his later research in his
chemical theory of morphogenesis. These were studied by
Turing’s colleagues N.E. Hoskin and B. Richards [4], pieced
together, and published under the title “Morphogen Theory of
Phyllotaxis” (hereafter referred to as MTP) in 1992 Turing’s
collected works book [2].

Before describing MTP, we should add some words con-
cerning phyllotaxis. The arrangement of plant organs, also
called phyllotaxis, has fascinated scientists and naturalists for
centuries. The study of phyllotaxis can be traced back to the
4th century B.C. in the ancient Greece, so it can be consid-
ered as the oldest branch of mathematical biology. Ancient
naturalists as Theophrastus (370-285 B.C.) and Pliny (23-
79 A.D.) recognized and reported distinct patterns of leaf
arrangements and proposed them as a tool for plant classi-
fication. It was by the time of Leonardo Fibonacci of Pisa
(1175-1240) that the relation between phyllotactic patterns,
the Fibonacci sequence, and the golden mean was realized. A
Fibonacci sequence1, 1, 2, 3, 5, 8, 13, 21, . . . is obtained by
the ruleFn+1 = Fn + Fn−1, whereF0 = F1 = 1 and the
golden mean is defined by the limit

τ = lim
n→∞

Fn+1

Fn
=

(
1 +

√
5
)

/2.

The golden angleϕ is defined asϕ = 2πτ . There are many
different types of plat organs arrangements, among which
the spiral or helical pattern, as in sunflowers, is the most
widespread and complex [5]. In this case families of spi-
rals, called parastichies, are observed and counting spirals in
each family results in numbers that follow a Fibonacci se-
quence (for a didactic description see Ref. 3). Evenmore, the
divergence angle between two consecutive plant organs in a
spiral is always approximatelyϕ. The first formal study of
leaf arrangement was made by Charles Bonnet (1720-1793),
who was able to distinguish four different phyllotactic pat-
terns and describe the so called genetic spiral. Phyllotaxis
began to be studied in a scientific way in the 1830’s, by
a combinations of observations, experiments and theoretical
hypotheses. Schimper (1830) [7] was the first one to describe
the phyllotactic spirals and its relation with the Fibonacci se-
quence. In 1837 Louis and Auguste Bravais [8] represented
the phyllotactic patterns as point-lattices on a cylinder; this
idea was retaken by Turing in MTP and was useful to state
some mathematical features of phyllotactic spirals. Mechani-
cal and physiological explanations of this phenomenon began
until the 1880’s [9]. Later in 1982 the hypothesis of efficient
packing in phyllotaxis was developed by Ridley and Airy, ob-
taining the Fibonacci phyllotaxis [10,11]. After the works of
Airy [11] and Hofmeister [12], who established the famous
hypothesis of inhibition (which states that the youngest incip-
ient leaf primordium forms in the largest available space left
by the previous primordia) the study of phyllotaxis turned its
attention to the shoot apical meristem, where these primordia
emerge, instead of the organ arrangement on the mature stem.
Chemical theories about phyllotaxis appeared at the same
time and Turing contributions on the basis of his rection-
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diffusion theory of morphogenesis was a pioneering work.
Meinhardt and Richards [13, 14] also adopted the chemical
approach, obtaining phyllotactic-like patterns. On the other
hand, some experiments were performed on the basis of phys-
ical hypotheses which could explain the emergence of phyl-
lotactic arrangements. A very illustrative example is found
in the experiments performed by Douady and Couder [15],
who obtained phyllotactic spirals by adding droplets of a fer-
romagnetic material in a magnetic field at regular time inter-
vals. The discovery of the plant hormone auxin and its in-
fluence on phyllotaxis [16] opened an interdisciplinary way
to approach phyllotaxis by modelling an active and polar
auxin transport in a growing meristem [17, 18], obtaining
phyllotactic-like patterns on the basis of a more realistic set
of hypothesis that incorporate the main biological facts in-
volved in plant morphogenesis.

The manuscript MTP is divided into three parts. The first
one deals with geometrical and descriptive phyllotaxis; the
second part presents a chemical theory of morphogenesis and
the third part gives a solution of the morphogenetical equa-
tion for systems with spherical symmetry. Here we will be
concerned with the second part and, in particular, with the
discrete approach, that is, the formulation for an assembly
of cells. It is worth to mention that in the CBM, in Sec. 6,
Turing studies the discrete case of a ring of cells, but the ap-
proach in the MTP is even more general. In the first case, the
discreteness is introduced via a discretization of the second
derivative (see, for instance, Ref. 3) but in the MTP, Tur-
ing considers the general problem of diffusion of reaction of
morphogens in an assembly ofN cells; “the state of the or-
ganism at any timet may be described byM × N numbers
Γmn (m = 1, 2, . . . , M ; n = 1, 2, . . . , N ), whereΓmn is the
concentration of themth morphogen in thenth cell” [2]. Al-
beit Turing eventually considered the limiting case of a con-
tinuous tissue, the discrete case is interesting by itself and
may be useful under many circumstances. For instance, con-
trary to the discrete case in the CTM, besides the diffusion
constant of each morphogen, the rate of flow from one cell
to another is taken into account. This rate of flow not only
depends on differences of concentration of the morphogens
implicated but it is thought to be dependent on the geome-
try of the cell wall separating the cells. Albeit basic linear
algebra is involved, very soon Truing’s calculations become
hard to follow. This is in part due to the notation used and
also because his approach is based on his great intuition of
the problem. It is then the purpose of this work to describe in
detail the discrete case following a didactic point of view.

This work is organized as follows: In Sec. 2, the equa-
tions that describe morphogens reactions and diffusion in a
discrete set of cells are established and simplified, so that so-
lutions can be found by elementary linear algebra. This is
done by first considering only diffusion of the morphogens
and setting a linear system of equations in terms of adiffu-
sion matrix, which contains all the information about the cell
assembly, its shape and geometry. Kinetics is then added to
the system, following a linear approximation. This procedure

allows to express the system as three independent sets of two
linear equations, and a solution of each set is found by classi-
cal ODE methods. If the assembly consist ofn cells, thenn
different sets of two equations are obtained by this approach.
In Sec. 2.3., the solutions found in Sec. 2. are refined by
discarding the eigenvalues which do not lead to instability.
That is, only terms which grow faster are kept in the solu-
tions found. Finally, in Sec. 2.4. Turing’s nonlinear approach
(quadratic) is presented.

2. Morphogen equations for an assembly of
three cells

In Part II of MTP (page 88) entitled “Chemical Theory of
Morphogenesis” , Turing states the morphogen equations for
an assembly of cells; first for linear reaction rate functions in
Sec. 2.1, and then going beyond the linear case in Sec. 2.2.
Even more, Turing’s approach surpasses the restriction to a
ring of cells worked out in CBM by considering arbitrary ar-
rangements of cells.

As already mentioned, Turing’s formulation of the prob-
lem very soon becomes cumbersome and hard to follow, so it
is the purpose of this part to state the equations in a didactic,
easy to follow way. For this, only two morphogensu andw
and three cells with volumesv1, v2, v3 are considered. Once
the procedure is clarified and mathematical details unveiled,
one can easily go back and reproduce calculations for any
number of cells in any configuration.

Let un andwn, n = 1, 2, 3, be the concentration of the
morphogens in thenth cell. That is,u1 is the concentration
of morphogenu in the cell number one, and so on. Then,
the flow of the morphogenu from cell r to cell s is propor-
tional togrs (ur − us), wheregrs depends on the geometry
of the cell wall separation between these cells. For example,
it is well known that plant tissues are anisotropic by virtue
of the structure of their cell walls [19]. The anisotropic na-
ture of the cell wall is in turn related to the differential flux of
plant morphogens like auxin [20], so the termsgrs might be
used to model this effect or some other geometrical features
that modify the diffusion of substances, such as the surface
curvature [21], or the permeability of the complex plasma-
membrane-cell-wall [17,22].

Let µu andµw be the diffusion coefficients of the mor-
phogensu andw respectively, and establish the same rela-
tions for morphogenw, that is, the flow ofw between cellsr
ands is proportional togrs (wr − ws). With these assump-
tions and relations in mind we can go to the next section and
establish the equations for morphogen diffusion.

2.1. Morphogen diffusion

If we consider diffusion only, the equations that describe the
concentrations of the morphogens in each cell are given by

Rev. Mex. Fis.60 (2014) 1–12



ALAN TURING’S CHEMICAL THEORY OF PHYLLOTAXIS 3

vr
dur

dt
= µu

∑

s 6=r

grs (ur − us) ,

vr
dwr

dt
= µw

∑

s 6=r

grs (wr − ws) , (1)

wherevr is the volume of therth cell. (Notice a typo on the
right side of Eq. II.1.1 in MTP;Γrs should beΓmr). Since
r = 1, 2, 3, what we actually have are six equations of the
form

v1
du1

dt
= µu

∑

s 6=1

g1s(u1 − us),

= µu (g12 (u1 − u2) + g13 (u1 − u3)) , (2)

and similar expressions foru2 ,u3, w1, w2 and
w3. The right hand side of (2) can be rewritten as
−µu (− (g12 + g13)u1 + g12u2 + g13u3) so, in general we
definegrr = −∑

s 6=r grs, and write the equations forur and
wr as:

vr
dur

dt
=−µu

∑
s

grsus, vr
dwr

dt
=−µw

∑
s

grsws . (3)

Now, let us introduce the new variables

u(1)
r =

√
vrur and w(1)

r =
√

vrwr. (4)

By replacing them into (3), we obtain

du
(1)
r

dt
= −µu

∑
s

grs√
vrvs

u(1)
s ,

dw
(1)
r

dt
= −µw

∑
s

grs√
vrvs

w(1)
s , (5)

or in matrix notation



˙
u

(1)
1

˙
w

(1)
1

˙
u

(1)
2

˙
w

(1)
2

˙
u

(1)
3

˙
w

(1)
3


 =




g11
v1

g12√
v1v2

g13√
v1v3

g21√
v2v1

g22
v2

g23√
v2v3

g31√
v3v1

g32√
v3v2

g33
v3




×




u
(1)
1 w

(1)
1

u
(1)
2 w

(1)
2

u
(1)
3 w

(1)
3




(−µu 0
0 −µw

)
.

The arrayG =
[
grs/

√
vrvs

]
is called thediffusion matrix

and it contains all the spatial information of the cell assembly.
Notice thatG is always symmetric, independently of the way
the cells are arranged, so it is possible to diagonalize it by
means of a change of coordinatesTGT−1, whereT consists
of the eigenvectors ofG. By Gram-Schmidt process we can
find a set of orthonormal eigenvectors, so thatT−1 = T t.

Let α1, α2, α3 be the (real) eigenvalues ofG and
βj = (βj1, βj2, βj3) its associated orthonormal eigenvectors,

so that

G =




β11 β12 β13

β21 β22 β23

β31 β32 β33







α1 0 0
0 α2 0
0 0 α3




×



β11 β21 β31

β12 β22 β32

β13 β23 β33


 .

By performing the matrix product, the entries of the resulting
matrix can be written as

grs√
vrvs

=
∑

k

αkβrkβsk, (6)

and by using Einstein’s summation conventioni, we have
grs√
vrvs

= αkβrkβsk.

In order to express the system (5) in terms of a diagonal
matrix, we define the new variablesu

(2)
r andw

(2)
r as follows




u
(2)
1 w

(2)
1

u
(2)
2 w

(2)
2

u
(2)
3 w

(2)
3


 = T




u
(1)
1 w

(1)
1

u
(1)
2 w

(1)
2

u
(1)
3 w

(1)
3




=




β11 β21 β31

β12 β22 β32

β13 β23 β33







u
(1)
1 w

(1)
1

u
(1)
2 w

(1)
2

u
(1)
3 w

(1)
3


 ,

that is

u
(2)
j =

∑
r

u(1)
r βrj and w

(2)
j =

∑
r

w(1)
r βrj . (7)

Notice that the old variablesu(1)
r andw

(1)
r can be recov-

ered by usingT t, the transpose ofT :

u(1)
r =

∑

j

u
(2)
j βrj , w(1)

r =
∑

j

w
(2)
j βrj . (8)

Using the summation convention, all these back and forth
transformations can be written as

u
(2)
k = u(1)

r βrk, w
(2)
k = w(1)

r βrk, (9)

u(1)
r = u

(2)
j βrj , w(2)

r = w
(1)
j βrj . (10)

Sinceβj is an orthonormal set, the inner product satisfies

βr · βs =
∑

k

βrkβsk = βrkβsk = δrs, (11)

whereδrs is the Kronecker delta. By using these properties
we can write the system (5), in terms ofu

(2)
j andw

(2)
j . First

du
(2)
k

dt
=

du
(1)
r

dt
βrk = −µu

grs√
vrvs

u(1)
s βrk.

We also know that grs√
vrvs

= αkβrkβsk, so we write

du
(2)
k

dt
= −µuαkβrkβsku(1)

s βrk.
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From (9) we have thatβsku
(1)
s = u

(2)
k , so

du
(2)
k

dt
= −µuαkβrku

(2)
k βrk

= −µuαkβrkβrku
(2)
k .

Finally, from (11),βrkβrk = 1, thus

du
(2)
k

dt
= −µuαku

(2)
k .

By applying the same procedure tow(2)
k , the system (5)

is expressed in terms ofu(2)
j andw

(2)
j :

du
(2)
k

dt
= −µuαku

(2)
k and

dw
(2)
k

dt
= −µwαkw

(2)
k , (12)

which corresponds to Equation (II.1.7) in MTP. This changes
of variables will allow us to find a solution for the full system
of six equations easily, as we will see in the next Section. In
matrix form, the previous equation reads:




˙
u

(2)
1

˙
w

(2)
1

˙
u

(2)
2

˙
w

(2)
2

˙
u

(2)
3

˙
w

(2)
3


 =




α1 0 0
0 α2 0
0 0 α3




×




u
(2)
1 w

(2)
1

u
(2)
2 w

(2)
2

u
(2)
3 w

(2)
3




( −µu 0
0 −µw

)
.

SinceG is symmetricαk ∈ R. Moreover, these eigen-
values are positiveii, since a negative value would mean
that diferences in morphogen concentration increase in time,
which has no physical meaning. We will see that the solutions
of the morphogen equations depend entirely on the eigenval-
uesαr, and these eigenvalues impose some conditions on the
morphogen diffusibility.

In the next Section, not only diffusion of the two mor-
phogens between cells will be considered, but also the chem-
ical reactions between them. That is, the full reaction-
diffusion system for plant morphogenesis will be studied.

2.2. Morphogen kinetics. The linear case

The following discussion concerns the details that lead to
solve (II.1.8) in the case of a linear chemical kineticsfm. The
solution for this case is given by Eq. (II.2.6) in MTP. Since
only two morphogens are considered here, letf(u,w) and
g(u,w) be the rates of change ofu andw, respectively. Then
we write the full reaction-diffusion (RD) system as follows

vr
dur

dt
= µu

∑

s 6=r

grs (ur − us) + vrf (u,w) , (13)

vr
dwr

dt
= µw

∑

s 6=r

grs (wr − ws) + vrg (u,w) . (14)

Using the change of variables (4) and (7), the RD sys-
tem (13) can be written as

du
(2)
r

dt
= −µuαru

(2)
r + f(u,w), and

dw
(2)
r

dt
= −µwαrw

(2)
r + g(u,w).

In what follows we carry out a linear local analysis of (13)
around an equilibrium point(u∗, w∗) (that is,f (u∗, w∗) = 0
andg (u∗, w∗) = 0), by following a standard approach (see
for instance [23]). In absence of spatial variation the system
is

du
(2)
r

dt
= f(u,w),

dw
(2)
r

dt
= g(u,w). (15)

Define

u(3)
r =

(
u(2)

r − u∗r
)

and w(3)
r =

(
w(2)

r − w∗r
)

, (16)

where|u(3)
r | and|w(3)

r | are small. Thus, near the equilibrium
point the system becomes

du
(3)
r

dt
= auu(3)

r +aww(3)
r and

dw
(3)
r

dt
= buu(3)

r + bww(3)
r ,

where

au =
∂f

∂u
|(u∗,w∗), aw =

∂f

∂w
|(u∗,w∗),

bu =
∂g

∂u
|(u∗,w∗), and bw =

∂g

∂w
|(u∗,w∗).

By incorporating the diffusion terms into the previous
equations, we have the linearized RD system (13):

du
(3)
r

dt
= −µuαru

(3)
r + auu(3)

r + aww(3)
r , (17)

dw
(3)
r

dt
= −µwαrw

(3)
r + buu(3)

r + bww(3)
r . (18)

This system can be separated into three independent sets
of two coupled linear equations which can be solved by stan-
dard methods. Here we have these three sets:

du
(3)
1

dt
= (−α1µu + au) u

(3)
1 + aww

(3)
1 ,

dw
(3)
1

dt
= (−α1µw + bw) w

(3)
1 + buu

(3)
1 ,

du
(3)
2

dt
= (−α2µu + au) u

(3)
2 + aww

(3)
2 ,

dw
(3)
2

dt
= (−α2µw + bw) w

(3)
2 + buu

(3)
2 ,

and

du
(3)
3

dt
= (−α3µu + au) u

(3)
3 + aww

(3)
3 ,

dw
(3)
3

dt
= (−α3µw + bw) w

(3)
3 + buu

(3)
3 .
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For an arbitrary number of cellsn, there will ben sets of
such equations. These sets can be expressed in matrix form
as

(
du(3)

r

dt
dw(3)

r

dt

)
=

( −αrµu + au aw

bu −αrµw + bw

)

×
(

u
(3)
r

w
(3)
r

)
, r = 1, . . . , n. (19)

Or, even in a more compact notation

U̇ (3)
r = BrU

(3)
r . (20)

Note that since the eigenvaluesα1, α2 andα3 may be all
distinct, it is necessary to distinguish each matrixBr, which
defines the system of equations foru

(3)
r andw

(3)
r . As in the

previous Section, it is possible to find a solution of (20) by
means of a change of coordinatesRr that diagonalizes the
matrixBr. Letpr (αr) andp′r (αr) be the eigenvalues ofBr;
from (19) we have thatpr andp′r satisfy

(p + αrµu − au) (p + αrµw − bw) = awbu.

The solutions of (20) can be expressed in terms of
pr and p′r, and the corresponding eigenvectors ofBr. If
these eigenvectors are written asSr = (S1r1, S2r1) and
Tr = (S1r2, S2r2) then, the coordinates transformationR−1

r

is

R−1
r =

(
S1r1 S1r2

S2r1 S2r2

)
,

which has the inverse

Rr =
1
qr

(
S2r2 −S1r2

−S2r1 S1r1

)
,

whereqr = det
(
R−1

r

)
.

Now we are ready to find the solution of (20), which turns
out to be:

U (3)
r (t) =

(
cr1 cr2

)
Rr

(
eprt 0
0 ep′rt

)
R−1

r , (21)

where,cr1 = u
(3)
r (0) andcr2 = w

(3)
r (0) are initial condi-

tions.
By introducing the components ofU

(3)
r in the last equal-

ity and performing the matrix product we have the solutions

u(3)
r (t) =

1
qr

(cr1S2r2 − cr2S2r1) eprtS1r1

+ (cr2S1r1 − cr1S1r2) ep′rtS2r1, (22)

w(3)
r (t) =

1
qr

(cr1S2r2 − cr2S2r1) eprtS1r2

+ (cr2S1r1 − cr1S1r2) ep′rtS2r2. (23)

These solutions correspond to Eqs. (II.1.10a), (II.1.10b) and
(II.1.11) in MPT, page 91.

The rootspr andp′r are, explicitly

pr, p
′
r =

1
2

(
au + bw − αr (µu + µw)

±
√

[αr (µu + µw)− (au + bw)]2 − 4h (αr)
)

, (24)

where

h (αr) = α2
rµuµw − αr (µubw + µwau) + aubw − awbu.

It is at this point that one of the main Turing’s observa-
tions arose: he noticed that the terms of major importance
in (22) and (23) are those for which Re(pr) is greatest, be-
cause they are the ones which grow faster (this is often called
exponential drift); the rootspr can be either real or com-
plex, and there are many different possibilities for the solu-
tions (22) and (23), but the only case of interest is whenpr

is real and maximum andαr 6= 0 is finite. This is described
in Turing’s CTM as thecase of stationary waves[1]. As the
organisms are finite in number of cells and/or volume, there
can only be a finite number of characteristic valuesαr for
which Re(pr) has its greatest value (See Appendix).

In the next subsection we refine the solutions (22)
and (23), according to the rootspr that are of main interest.
We also express these solutions in terms of the original vari-
ablesur andwr, which are the morphogen concentrations in
each cell.

2.3. Turing instability for morphogen equations of phyl-
lotaxis

Concerning phyllotaxis, in page 93 of MTP, Turing states its
main assumptions, that can be summarised as follows:

(a) There is a homogeneous equilibrium in the reaction
system, in absence of diffusion, and small deviations
from this equilibrium satisfy the conditions for station-
ary waves [1].

(b) Deviations from equilibrium are small, so that the in-
fluence of quadratic terms can be considered as pertur-
bations. Nevertheless, these deviations are sufficiently
large for the linear approach to be inapplicableiii.

(c) The significant wavelengthsαr are those for which the
real part of the rootspr, p

′
r is greatest.

In the Appendix we obtain exactly the significant values
αr, which are theoptimum wavelengths. According to these
assumptions, we now look for suitable solutions for the mor-
phogen equations. First, we should establish an algebraic re-
lationship betweenpr, p′r andαr, as stated in Eqs. (II.1.11)
and (II.2.2) in MPT, pages 91 and 95.
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An eigenvectorSr = (S1r1, S2r1) of Br must satisfy the
equality(prI −Br) Sr = (0, 0), and the same forp′r, so we
have

(pr + αrµu − au) S1r1 = awS2r1 and

(pr + αrµw − bw) S2r1 = buS1r1.

If we perform the same calculations for the second eigen-
vector,Tr = (S1r2, S2r2), all the relationships betweenpr,
p′r andαr can be known, which turn out to be

(pr + αrµu)S1r1 = auS1r1 + awS2r1,

(p′r + αrµu)S1r2 = auS1r2 + awS2r2, (25)

(pr + αrµw) S2r1 = buS1r1 + bwS2r1,

(p′r + αrµw) S2r2 = buS1r2 + bwS2r2. (26)

In matrix notation these are

(
pr + αrµu p′r + αrµu

) (
S1r1 0

0 S1r2

)

=
(

au aw

) (
S1r1 S1r2

S2r1 S2r2

)
.

Define [Sirj ] = W (αr), so the previous expression be-
come

(
pr + αrµu p′r + αrµu

) (
S1r1 0

0 S1r2

)

=
(

au aw

)
W (αr) , (27)

and similarly

(
pr + αrµw p′r + αrµw

) (
S1r2 0

0 S2r2

)

=
(

bu bw

)
W (αr) . (28)

The matrixW (αr) is non-singular provided thatpr 6=
p′r, so we write the solution of (20) as

(
u

(3)
r (t) w

(3)
r (t)

)

=
1
qr

(
X1r (t) X2r (t)

)
W (αr) , (29)

where

X1r (t) = (cr1S2r2 − cr2S2r1) eprt,

X2r (t) = (cr2S1r1 − cr1S1r2) ep′rt.

Notice that at this point we have solved (20), thus solu-
tions are expressed in terms of the variablesu

(3)
r andw

(3)
r .

Since the problem (13) involves the variablesur andwr, we
should re-write the solutions in terms of the original vari-
ables. We definedu(3)

r andw
(3)
r to beu

(2)
r andw

(2)
r , except

that they refer to differences from the equilibriumu∗r andw∗r

(See Eq. 16). Also,u(2)
r andu

(2)
r were obtained by means of

the orthonormal set of eigenvectorsβj of the diffusion matrix
G (See Eq. 7). Therefore,u(1)

r andu
(1)
r should be obtained

by means of the transpose of the matrix of eigenvectors as
follows:


u
(1)
1 w

(1)
1

u
(1)
2 w

(1)
2

u
(1)
3 w

(1)
3


 =




β11 β12 β13

β21 β22 β23

β31 β32 β33




×




u
(3)
1 w

(3)
1

u
(3)
2 w

(3)
2

u
(3)
3 w

(3)
3


 +




u∗1 w∗1
u∗2 w∗2
u∗3 w∗3


 .

Now, Eq. (4) statesu(1)
r =

√
vrur andw

(1)
r =

√
vrwr, so:




u1 w1

u2 w2

u3 w3


 =




1√
v1

0 0
0 1√

v2
0

0 0 1√
v3




×



β11 β12 β13

β21 β22 β23

β31 β32 β33







u
(3)
1 w

(3)
1

u
(3)
2 w

(3)
2

u
(3)
3 w

(3)
3




+




u∗1 w∗1
u∗2 w∗2
u∗3 w∗3


 .

Then, the relations between variablesu
(3)
k andw

(3)
k and vari-

ablesur andwr, can be written as follows:

uk − u∗k =
1√
vk

∑
r

u(3)
r βkr,

wk − w∗k =
1√
vk

∑
r

w(3)
r βkr. (30)

From (29) we obtain the solution foru(3)
k andw

(3)
k :

(
u

(3)
r (t) w

(3)
r (t)

)
=

1
qr

(
X1r(t) X2r(t)

)
W (αr) .

Replacing in (30):

uk − u∗k =
1√
vk

∑
r

1
qr

(X1r (t) W11 (αr)

+ X2r (t) W21 (αr))βkr,

wk − w∗k =
1√
vk

∑
r

1
qr

(X1r (t) W12 (αr)

+ X2r (t) W22 (αr))βkr,

which can be rewritten as

uk − u∗k =
1√
vk

∑
r

∑

l

1
qr

Xlr (t) Wl1 (αr) βkr, (31)

wk − w∗k =
1√
vk

∑
r

∑

l

1
qr

Xlr (t) Wl2 (αr) βkr. (32)
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This is then the solution of the RD system (13) under the
linear approximation, and corresponds to Equation (II.2.4)
in MTP. Note that these solutions depend on the functions
Xlr(t), which are exponential, and the numbersWml that
come from the eigenvectors of the diffusion matrix.

Now, from assumption (c) above, the only terms in (31)
and (32) that should be considered are those which arise from
the largest real parts ofpr andp′r, or the ones containing those
eigenvaluesαr that are near to zero. Thoseαr that yield the
greatest Re(pr) and Re(p′r) are obtained in the Appendix, by
means of a dispersion relation [23]. Some remarks aboutpr

andp′r should be made.
If pr andp′r are complex, then we have the oscillatory

case [1], which is not of interest for the morphogenesis phe-
nomenon. Thus, we assume thatpr andp′r are real an pos-
itive. In order to find solutions (29), it is necessary that
pr 6= p′r, so from (24):

[αr(µu + µw)− (au + bw)]2 − 4h(αr) > 0.

As the square root of a positive number is always positive, we
see thatpr is always larger thanp′r; thus we can drop all the
terms that includeX2r (t) and write (31) and (32) simply as:

uk − u∗k =
1√
vk

∑
r

1
qr

X1r (t) W11 (αr) βkr,

wk − w∗k =
1√
vk

∑
r

1
qr

X1r (t) W12 (αr) βkr,

where we only choose the terms for whichαr is near
to zero or the optimum (See Appendix). We call these
terms X1r (t)(0) ,W

(0)
1r and X1r (t)(1) ,W

(1)
1r , respectively

and write

uk − u∗k =
1√
vk

∑
r

1
qr

X
(0)
1r (t) W

(0)
11 (αr) βkr

+
1√
vk

∑
r

1
qr

X
(1)
1r (t) W

(1)
11 (αr) βkr,

wk − w∗k =
1√
vk

∑
r

1
qr

X
(0)
1r (t) W

(0)
12 (αr) βkr

+
1√
vk

∑
r

1
qr

X
(1)
1r (t) W

(1)
12 (αr) βkr.

Finally, we can assume that, in the two main ranges of
values ofαr (near zero and the optimum), the functionsW

(0)
1r

andW
(1)
1r are constant, so we write

uk − u∗k = W
(0)
11

∑
r

1
qr
√

vk
X

(0)
1r (t)βkr

+ W
(1)
11

∑
r

1
qr
√

vk
X

(1)
1r (t) βkr (33)

= W
(0)
11 Vk + W

(1)
11 Uk, (34)

wk − w∗k = W
(0)
12

∑
r

1
qr
√

vk
X

(0)
1r (t) βkr

+ W
(1)
12

∑
r

1
qr
√

vk
X

(1)
1r (t) βkr (35)

= W
(0)
12 Vk + W

(1)
12 Uk. (36)

Thus, the solutions of (13), under the linear approxima-
tion, depend entirely on the possible values ofpr, which in
turn depend on the values ofαr, µu andµw, and the values
of thestability matrix

(
au aw

bu bw

)
.

Some restrictions for the stability matrix and the diffu-
sion coefficientsµu, µw are also established in the Appendix,
through the analysis of the conditions for Turing instability.

2.4. Morphogen kinetics. The quadratic case

We now consider the case when the reaction rates are
quadratic functions of the morphogen concentrations. The
quadratic approach is necessary for two reasons. First, the
linear analysis is not sufficient for pattern formation, be-
cause it only determines a stable state of the system. Sec-
ond, if some eigenvalueαr is zero, the linear approximation
is not applicable. Thus, it becomes necessary to analyse the
quadratic case.

Recall that the full reaction-diffusion system (3) is

dur

dt
=
−µu

vr

∑
s

grsus + f (u,w) ,

dwr

dt
=
−µw

vr

∑
s

grsws + g (u,w) .

Assuming thatf andg are quadratic, the system can then
be written as

dur

dt
= −µu

vr

∑
grsus + au (ur − u∗r) + aw (wr − w∗r)

+ K11 (ur − u∗)2 + K12 (ur − u∗) (wr − w∗)

+ K22 (ur − u∗)2

dwr

dt
= −µw

vr

∑
grsws + bu (ur − u∗r) + bw (wr − w∗r)

+ L11 (ur − u∗)2 + L12 (ur − u∗) (wr − w∗)

+ L22 (ur − u∗)2 ,

whereKij , Lij ∈ R. These correspond to Eq. (II.2.7) in
MPT, page 96. We aim to express these equations in terms
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of the variablesXlr (t). By using (29), we can obtain these
variables in terms of the inverse ofWr (α) as

(
X1r(t) X2r(t)

)
= qr

(
u

(3)
r (t) w

(3)
r (t)

)
Wr(α)−1.

Then,Xlr can be written in terms ofWml (αr) as follows

X1r (t) = qr

(
u(3)

r W−1
11 (αr) + w(3)

r W−1
21 (αr)

)
, (37)

X2r (t) = qr

(
u(3)

r W−1
12 (αr) + w(3)

r W−1
22 (αr)

)
. (38)

Notice that the last equalities are expressed in terms of
the variablesu(3)

r , w
(3)
r , so it is necessary to obtain these in

terms of the original variablesur, wr. Since



u
(3)
1 w

(3)
1

u
(3)
2 w

(3)
2

u
(3)
3 w

(3)
3


 =




β11 β21 β31

β12 β22 β32

β13 β23 β33




×


√

v1 0 0
0

√
v2 0

0 0
√

v3







u1 − u∗1 w1 − w∗1
u2 − u∗2 w2 − w∗2
u3 − u∗3 w3 − w∗3


 ,

we can rewrite (37) as

X1r (t) = qr

(∑

k

√
vk (uk − u∗k) βkrW

−1
11 (αr)

+
∑

k

√
vk

(
wk − w∗k

)
βkrW

−1
21 (αr)

)
,

X2r (t) = qr

(∑

k

√
vk (uk − u∗k) βkrW

−1
12 (αr)

+
∑

k

√
vk (wk − w∗k)βkrW

−1
22 (αr)

)
,

or, using the summation convention, we write for eachl and
eachr

Xlr = qr
√

vkβkrW
−1
1l (αr) (uk − u∗k)

+ qr
√

vkβkrW
−1
2l (αr) (wk − w∗k) . (39)

Now, by calculating the time derivatives of the last equal-
ity, we obtain Equation (II.2.8) in MPT, page 96:

dXlr

dt
= qr

√
vkβkr

×
[
W−1

1l (αr)
duk

dt
+ W−1

2l (αr)
dwk

dt

]
. (40)

This last equation is written for eachr, so there is a dou-
ble summation, overk and overl. We now substituteduk/dt,
anddwk/dt in (40), in terms of the quadratic approach intro-
duced above and using (33) we get

uk − u∗k = W
(0)
11 Vk + W

(1)
11 Uk,

wk − w∗k = W
(0)
12 Vk + W

(1)
12 Uk.

Thus,duk/dt, dwk/dt can be written as

dur

dt
= −µu

vr

∑
grsus + au (ur − u∗r) + aw (wr − w∗r)

+ K11

(
W

(0)
11 Vr + W

(1)
11 Ur

)2

+ K12

(
W

(0)
11 Vr + W

(1)
11 Ur

)(
W

(0)
12 Vr + W

(1)
12 Ur

)

+ K22

(
W

(0)
12 Vr + W

(1)
12 Ur

)2

,

dwr

dt
= −µw

vr

∑
grsws + bu (ur − u∗r) + bw (wr − w∗r)

+ L11

(
W

(0)
11 Vr + W

(1)
11 Ur

)2

+ L12

(
W

(0)
11 Vr + W

(1)
11 Ur

)(
W

(0)
12 Vr + W

(1)
12 Ur

)

+ L22

(
W

(0)
12 Vr + W

(1)
12 Ur

)2

.

We now will write the last equations in a more manage-
able way, by first writing down the diffusion and linear parts
in terms ofXlr andWml. The diffusion terms forduk/dt are
−µu

vk

∑
gksus, which can be written, using the summation

convention, as−µu

vk
gksus, for eachk. Now, from (30), we

see that for eachs

us =
1√
vs

(
1
qr

XlrW1l (αr) βsr

)
+ u∗s,

ws =
1√
vs

(
1
qr

XlrW12 (αr) βsr

)
+ w∗s . (41)

Also, from (6), we have

gks =
√

vkvsαrβkrβsr.

Thus, the diffusion part forduk/dt is

− µu

vk
gksus = −µu

vk

[
√

vkvsαrβkrβsr

×
(

1√
vs

1
qr

XlrW1l (αr) βsr + u∗s

) ]

= − µu√
vk

[
αrβkrβsrβsr

(
1
qr

XlrW1l (αr) +
√

vsβ
−1
sr u∗s

) ]

= − µu√
vk

[
αrβkr

(
1
qr

XlrW1l (αr) +
√

vsβkrβsru
∗
s

) ]
.
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By evaluatingdwk/dt and noticing thatβkrβsr = 0 we
get

−µu

vk
gksus =− µu√

vk

[
αrβkr

1
qr

XlrW1l (αr)
]

, (42)

−µw

vk
gksws =− µw

vk

[
αrβkr

1
qr

XlrWl2 (αr)
]

. (43)

Analogously, by virtue of (41), we write the linear terms
for duk/dt anddwk/dt as follows

au (uk − u∗k) + aw (wk − w∗k)

=
1√
vk

1
qr

Xlrβkr [auWl1 (αr) + awWl2 (αr)] , (44)

bu (uk − u∗k) + bw (wk − w∗k)

=
1√
vk

1
qr

Xlrβkr [buWl1 (αr) + bwWl2 (αr)] . (45)

Then, the substitution of the diffusion and linear terms
in (40) yields

dXlr

dt
=qr

√
vkβkr

×
[
− µu√

vk
W−1

1l (αr)
(

αrβkr
1
qr

XlrW1l (αr)
)]

+ qr
√

vkβkr

[
W−1

1l (αr)
1√
vk

1
qr

Xlrβkr(auWl1(αr)

+ awWl2 (αr))

]
+ qr

√
vkβkr

[
− µw√

vk
W−1

2l (αr)

(
αrβkr

1
qr

XlrWl2 (αr)
) ]

+ qr
√

vkβkr

[
W−1

2l (αr)

× 1√
vk

1
qr

Xlrβkr (buWl1 (αr) + bwWl2 (αr))

]
.

By simplification and rearrangement of terms we have

dXlr

dt
= Xlr

(− µuαr + auW−1
1l (αr) Wl1 (αr)

+ awW−1
1l (αr) Wl2 (αr)

)
+ Xlr

(− µwαr

+ buW−1
l2 (αr) Wl1 (αr) + bwW−1

l2 (αr) Wl2 (αr)
)
. (46)

From (25) we have

pr = −µuαr + auW11 (αr) W−1
11 (αr)

+ awW21 (αr)W−1
1l (αr) ,

and from (26)

p′r = −µwαr + buW12 (αr)W−1
22 (αr)

+ bwW22 (αr) W−1
22 (αr) .

Then, by substituting these expressions in (46) and in-
cluding the quadratic terms one gets

dXlr

dt
= prXlr + p′rXlr + qr

∑

k

√
vkβkr

×
[
W−1

1l (αr) K11

(
W

(0)
11 Vr + W

(1)
11 Ur

)2

+ W−1
1l (αr) K12

(
W

(0)
11 Vr + W

(1)
11 Ur

)

×
(
W

(0)
12 Vr + W

(1)
12 Ur

)

+ W−1
1l (αr) K22

(
W

(0)
12 Vr + W

(1)
12 Ur

)2

+ W−1
2l (αr) L11

(
W

(0)
11 Vr + W

(1)
11 Ur

)2

+ W−1
2l (αr) L12

(
W

(0)
11 Vr + W

(1)
11 Ur

)

×
(
W

(0)
12 Vr + W

(1)
12 Ur

)

+W−1
2l (αr) L22

(
W

(0)
12 Vr + W

(1)
12 Ur

)2
]

.

By writing down this last equation in terms ofX
(0)
lr and

X
(1)
lr , one gets Eq. (II.2.9) in MPT, page 96. Finally, by

expanding the quadratic expressions and grouping similar
terms, we can write this equations in a more abbreviated way:

dXlr

dt
= prXlr + p′rXlr + qr

∑

k

√
vkβkr

×
[
W−1

1l (αr)
(
F

(1)
1 V 2

r + F
(2)
1 VrUr + F

(3)
1 U2

r

)]

+ qr

∑

k

√
vkβkr

[
W−1

2l (αr)

×
(
F

(1)
2 V 2

r + F
(2)
2 VrUr + F

(3)
2 U2

r

) ]
,

which corresponds to (II.2.10) in MPT, page 96. Here, the
values forF (j)

1 are

F
(1)
1 = K11

(
W

(0)
11

)2

+ K12W
(0)
11 W

(0)
12 + K22

(
W

(0)
12

)2

,

F
(2)
1 = K11W

(0)
11 W

(1)
11 + K12

(
W

(0)
11 W

(1)
12 + W

(1)
11 W

(0)
12

)

+ 2K22W
(0)
12 W

(1)
12 ,

F
(3)
1 = K11

(
W

(1)
11

)2

+ K12W
(1)
11 W

(1)
12 + K22

(
W

(1)
12

)2

.

F
(j)
2 can be similarly defined by replacingKml by Lml.
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3. Conclusions

In this work we presented Alan Turing’s mathematical theory
for plant pattern formation in a detailed and didactic way. The
importance of this analysis is evident given the fundamental
role that Turing’s published work for (animal) morphogene-
sis has played for understanding a number of morphogenetic
phenomena [3], since it constitutes a simple mechanisms that
can lead to pattern formation in living organisms [24]. The
results detailed here, unpublished in Turing’s time, consti-
tute a discrete formulation for plant morphogenesis and can
as well give insights and a deeper understanding of biologi-
cal phenomena, in which the cell-cell interactions are of main
importance. We believe that the discrete theory has not de-
served enough attention and it is the purpose of this paper to
alleviate this situation.

Thus, we worked out Turing’s theory of phyllotaxis for a
simple case in which there are only three cells and two mor-
phogens,u andw. This procedure allowed to clarify and fol-
low the whole calculations and mathematical manipulations
needed to establish the RD system in a solvable way, and
thus find its solutions. This simple approach is not, however,
limiting, because the analysis can be easily extended for an
arbitrary number of cells and morphogens. This is clear from
equation (20), whose derivation shows how to separate the
wholen×m system of equations inton sets ofm linear equa-
tions, for the case ofn cells andm distinct morphogens. Tur-
ing’s model for phyllotaxis also allows to establish the equa-
tions for any geometrical configuration of cells, by means of
the diffusion matrix, which turns out to be a very simple and
ingenious idea. The diffusion matrix makes up a very useful
tool to explore how the solutions are affected by the geometry
of the domain.

A summary of the procedure needed to apply the discrete
model proposed by Turing is as follows. After linearising
and introducing the appropriate variables, the solution for the
morphogen equations are given in Sec. 2.2. (Eq. (21)). The
behaviour of these solutions depends on the rootspr, which
are the eigenvalues of the full linearised RD system (20).
These eigenvalues depend on the values for the wavelengths
αr. By means of the dispersion relation (Eq. (52) in the
Appendix) one can choose only those wavelengths that will
drive the solutions to the fastest exponential growth. Deriva-
tion of this optimum wavelengths gives a number of restric-
tions on the diffusion coefficientsµu andµw (Eqs. (54) and
(58)) and the components of the stability matrixau, bu, aw,
bw (50). Thus, the analysis we present in the Appendix gives
all the conditions for Turing instability for a discrete system
that was not worked out by Turing in MTP nor, as far as we
know, by anyone else. On the basis of the results obtained by
the linear approach, we finally give the morphogen equations
for the case in which the reaction rates are quadratic func-
tions ofu andw (Sec. 2.4.). Through the linear case it was
possible to set the quadratic system in an easy to solve way,
which depends entirely on the rootspr.

The Turing’s results presented here might be very useful

for those interested in modelling pattern formation phenom-
ena from a discrete point of view.
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Appendix

In this section we derive the necessary and sufficient condi-
tions for Turing instability of the RD system. That is, we
obtain conditions for the system to be stable in absence of
spatial perturbations, but unstable when diffusion is present.
The optimum wavelengthsαr, for exponential drift, will be
determined.

In absence of spatial variation the system is

du
(2)
r

dt
= f(u,w),

dw
(2)
r

dt
= g(u,w). (47)

By linearisation about the equilibrium(u∗, w∗), (47) be-
comes
(

du(3)
r

dt
dw(3)

r

dt

)
=

(
au aw

bu bw

) (
u

(3)
r

w
(3)
r

)
= A

(
u

(3)
r

w
(3)
r

)
,

where

u(3)
r =

(
u(2)

r − u∗r
)

, w(3)
r =

(
w(2)

r − w∗r
)

,

and A is the stability matrix. The equilibrium point
u

(3)
r = w

(3)
r = 0 should be stable, so the solutionsλ of

det(A−λI) = 0 should have negative real part. By comput-
ing the determinant we have

det(A− λI) = λ2 − λtr (A) + det (A) , (48)

so

λ =
1
2

(
tr (A)±

√
tr (A)2 − 4 det (A)

)
. (49)

Thus, Re(λ) < 0 requires

tr (A) = au + bw < 0 and

det (A) = aubw − awbu > 0. (50)

Now considering the full linearised RD system
(

du(3)
r

dt
dw(3)

r

dt

)
=

( −αrµu + au aw

bu −αrµw + bw

) (
u

(3)
r

w
(3)
r

)
,

which can be written as

U̇ (3)
r = BrU

(3)
r . (51)
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By taking into account the spatial terms, we now look
for the conditions neccesary to drive the system to instability.
From the determinant

det (pI −Br) = 0,

we obtain the eigenvaluesp (αr) = pr as functions of the
wavelengthsαr, as the roots of

p2 − p [αr (µu + µw)− (au + bw)] + h (αr) = 0, (52)

where

h (αr) = α2
rµuµw − αr (µubw + µwau) + det (A) .

The solutions,p, of (52) must satisfy Re(p (αr)) > 0 for
someαr 6= 0. These are

2pr = − [αr (µu + µw)− (au + bw)]

±
√

[αr (µu + µw)− (au + bw)]2 − 4h (αr). (53)

Since tr(A) < 0, we have from (53) that Re(p (αr)) > 0
can be achieved only ifh (αr) < 0, for someαr 6= 0. Since
det (A) should be positive, the only possibility forh (αr) to
be negative is that

(µubw + µwau) > 0. (54)

Taking into account (50), we conclude thatµu 6= µw.
These are the necessary conditions for instability, but they are
not sufficient; forh (αr) to be negative, its minimum must be
negative too, so by differentiation ofh with respect toαr, we
have

h′(αr) = 2αrµuµw − (µubw + µwau) ,

so the minimum ofh is attained at

αrm
=

(µubw + µwau)
2µuµw

, (55)

and it is equal to

hmin = − (µubw + µwau)2

4µuµw
+ det (A) . (56)

Sincehmin must be negative, the condition forh(αr) < 0
is

det(A) <
(µubw + µwau)2

4µuµw
. (57)

At the onset of instability (bifurcation)hmin = 0, so
det (A) = (µubw + µwau)2 /4µuµw. Thus, by defining
µ = µw/µu, we can obtain the critical diffusion coefficients
µuc

, µwc
andµc = µwc

/µuc
as the appropriate roots of

(µau + bw)2 − 4µdet(A)

= µ2a2
u + 2µ (aubw − 2 det(A)) + b2

w. (58)

The critical wavelengthαrc
is then

αrc =
(µuc

bw + µwc
au)

2µucµwc

. (59)

Then, forµ > µc there exists a rangeαr1 < αrc
< αr2

for whichh (αr) < 0. Here,αr1 andαr2 are the two different
roots ofh(αr), provided thatµ > µc:

αr1,2 =

µubw+µwau±
√

(µubw+µwau)2−4µuµw det(A)

2µuµw
. (60)

Thus Re(p (αr)) > 0 for all αr ∈ (αr1 , αr2), and
there existsαr0 in this same range for which the polynomial
p2−p [αr (µu + µw)− (au + bw)]+h (αr) has a maximum,
that is, Re(p (αr0)) is maximum. We callαr0 to theoptimum
wavelength. Solutions (33) are then expressed only in terms
of the optimum wavelength and the wavelengths near zero.

i. The summation convention states that the repetition of an in-
dex in a term denotes summation with respect to that index
over its range. For example, the expressionaixi = p means
a1x1 + a2x2 + ... + anxn = p.

ii. It could be that one of these eigenvalues is zero. If this is the
case, it is however possible to follow a quadratic approach,
which is presented in Sec. 2.4..

iii. For the patterns to arise, the system cannot stay in a state of
equilibrium, but it rather needs to come upon Turing instability.
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