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#### Abstract

In this paper we apply a numerical meshless scheme for solving one and two dimensional time independent Schrödinger equation by means of collocation method with Radial Basis Functions interpolants. In particular we approximate the solutions using multiquadrics. The method is tested with some of the well-known configurations of Schrödinger equation and compared with analytical solutions, showing a great accuracy and stability. We also provide some insight on how to use meshless algorithms for obtaining the eigenenergies and wavefunctions of one- and two-dimensional Schrodinger problems.
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## 1. Introduction

During the last two decades there has been an increasing interest toward the solution of different n -dimensional problems by meshless methods. This methods are referred as being applied over scattered data and independent of dimension. They have been found to be widely successful for the interpolation of scattered data. More recently, radial basis functions (RBF) methods have emerged as an important tool for the numerical solution of partial differential equations (PDEs) [1]. RBF's methods can be as accurate as spectral methods without being tied to a structured computational grid. This results in ease of application for the case of complex geometries in any number of space dimensions. This way of solution of PDEs has drawn the attention of many researchers in science and engineering.

One of the first meshless methods, the so-called Kansa's method -developed by Kansa in 1990 [2, 3]-, is obtained by directly collocating the RBFs, particularly the multiquadrics (MQ) one, in the look for the numerical approximation of the solution. Kansa's method was recently extended to solve various ordinary and partial differential equations including the 1D nonlinear Burgers equation [4] with shock wave, shallow water equations for tide and currents simulation [5], heat transfer problems [6], and free boundary problems [7, 8]. In most of the cases, the accuracy of the RBF solution, however, depends heavily on the choice of the so-called shape parameter $c$ in the multiquadric function $\phi(r)=\left(c^{2}+r^{2}\right)^{\beta / 2}$ or that for $\beta$ in the Gaussian basis functions $\phi(r)=\exp \left(-\beta r^{2}\right)$. The choice of this optimal value is still under intensive investigation and many authors have investigated the role of this shape parameter. For instance, Carlson and Foley [9] have
shown that it is problem-dependent. Tarwater [10] found that, by increasing $c$, the Root-Mean-Square (RMS) of the error dropped to a minimum and, then, increased sharply afterwards. In general, as long as $c$ increases, the system of equations to be solved becomes ill-conditioned.

Radial basis function collocation is currently one of the main methods for meshless collocation. They differ from the polynomial basis functions typically applied in classical collocation methods. There are, in principle, two different approaches to collocation using radial basis functions. The symmetric approach relies on Hermite-Birkhoff interpolation in reproducing kernel Hilbert spaces [11] and its application to PDE was first analyzed in [12, 13]. The Asymmetric approach by Kansa [14] that will be used in this paper, has the advantage that less derivatives have to be formed but has the drawback of an asymmetric collocation matrix, which can even be singular in specially constructed situations [15, 16]. Despite this drawback asymmetric collocation has been used frequently and successfully in several applications. Schaback has shown that with some assumptions and modifications is possible to prevent numerical failure and to prove error bounds and convergence rates [16].

On the other hand, with the development of high-speed computing machines, seeking the numerical solution for the Schrödinger equation has become a subject of great activity. Analytic solutions for Schrödinger equation have been developed and studied extensively in past decades. In more than one dimension, the two main approximate techniques besides the direct solution of relatively few cases via special functions, are the perturbation theory and the variational methods [17]. Many of the closed solutions have been established
using these methods. However, in most cases the use of numerical methods is indispensable, for example, analytical solutions are not possible or become difficult to find in the case of an exciton in a spherical quantum dot system, due to the fact that the corresponding electron and hole effective mass differential equations cannot be uncoupled. Thus, it is important to find numerical alternatives for solving these equations that do not reveal as much demanding when it comes to computer capacity.

In recent decades, a rather large number of numerical methods have been developed for the solution of the Schrödinger-like problem. Among them we can mention the shooting methods [18, 19]; Anderson Monte Carlo [20]; genetic algorithms [21]; and variational methods [21, 22]. Historically, the main approach for the numerical solution of the Schrödinger problem in more than one-dimension has made use of finite difference methods (to know about only a few of them see [23,24] and references therein). In recent times, some authors have put forward the use of the meshless approach for the solution of the Schrödinger problem in more than one dimension, as an alternative [25]. Within the same spirit, the present work is aimed at providing some inside on the use of meshless algorithms for obtaining the eigenenergies and wavefunctions of one- and two-dimensional Schrödinger equations that can be related with the effective mass description of electron states in lowdimensional semiconductor heterostructures [26]. We organize the article in the following way: In Sec. 2, we introduce meshless methods with the help of the concept of conditionally positive definite functions. In Sec. 3 we give details of the n -dimensional interpolation problem for scattered data. These tools are applied in section four in the numerical solution of Schrödinger eigenvalue problem by collocation of radial basis functions; we explain our algorithm and finally in section five we show the accuracy and application of our method comparing with some well-known analytical solutions of Schrödinger equation.

## 2. Meshless methods and Radial basis functions

The evolution of what is currently known as meshless methods started around 1950 's, closely related to spline theory, in the context of interpolation and approximation of functions [27, 28], inverse problems [29, 30] or computer vision [30-32]. Later, they have been applied to other problems, specially the numerical solution of PDE. Meshless methods are based on radial basis functions interpolators of the form $S: \mathbb{R}^{n} \rightarrow \mathbb{R}$

$$
\begin{equation*}
S(\mathbf{x})=\sum_{i=1}^{M} \alpha_{i} \phi\left(\left\|\mathbf{x}-\mathbf{a}_{i}\right\|\right)+p(x), \tag{1}
\end{equation*}
$$

where x and $a_{i}$ belong to $\mathbb{R}^{n}$, and $a_{i}$ are the interpolation nodes. Besides, $\|\cdot\|$ is the Euclidian norm and $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is a radial basis function. Some well-known choices for $\phi(r)$ are
(i) Multiquadric $\phi(r)=\sqrt{c^{2}+r^{2}}$
(ii) Thin Plate Spline (TPS) $\phi(r)=r^{2} \log (r)$, and
(iii) Gaussian $\phi(r)=\exp \left(-\beta r^{2}\right)$.

On the other hand, $p(\mathbf{x})$ is a polynomial term of small degree in $n$ variables. For example, for thin plate spline in $\mathbb{R}^{2}, \mathbf{x}=(x, y)$, and $p(\mathbf{x})=\beta_{1}+\beta_{2} x+\beta_{3} y$. In some cases, $S(\mathbf{x})$ does not have polynomial term as, for example, the multiquadric and the Gaussian radial basis. In accordance, we have the following
Definition 1 A function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is called radial if there exists a univariate function $\phi:[0, \infty) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\Phi(\mathbf{x})=\phi(r), \text { with } r=\|\mathbf{x}\| \tag{2}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidian norm and $\phi$ is called a radial basis function(RBF).

In spite of the great number of available functions to be considered as radial basis, there is a relatively small number of RBFs that has arisen in the treatment of some particular problems, and constitute the commonly used radial functions in practice. They appear collected in Table I.

Given any function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{C}$, and a set of knots or centers $\mathcal{A}=\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{M}\right\} \subset \mathbb{R}^{n}$, we can associate some kind of interpolation matrix $\mathbf{A}$, whose entries are $A_{j k}=\Phi\left(\mathbf{a}_{j}-\mathbf{a}_{k}\right)$, together with the quadratic form $\sum_{j=1}^{M} \sum_{k=1}^{M} \alpha_{j} \alpha_{k} \Phi\left(\mathbf{a}_{j}-\mathbf{a}_{k}\right)$. The properties of this quadratic form and its application to the approximation problem can be understood with the following definition
Definition 1 A continuous function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{C}$ is said to be conditionally positive definite (CPD) of order $m$ on $\mathbb{R}^{n}$ if

$$
\begin{equation*}
\boldsymbol{\alpha}^{t} \mathbf{A} \boldsymbol{\alpha}=\sum_{j=1}^{M} \sum_{k=1}^{M} \alpha_{j} \alpha_{k} \Phi\left(\mathbf{a}_{j}-\mathbf{a}_{k}\right) \geq 0 \tag{3}
\end{equation*}
$$

for any $M$ different points $\mathcal{A}=\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{M}\right\} \subseteq \Omega \subset \mathbb{R}^{n}$ and $\boldsymbol{\alpha}=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right]^{t} \in \mathbb{C}^{n}$, satisfying

$$
\begin{equation*}
\sum_{j=1}^{M} \alpha_{j} p\left(\mathbf{a}_{j}\right)=0 \tag{4}
\end{equation*}
$$

for any $p$ in $\Pi_{m-1}\left(\mathbb{R}^{n}\right)$. Where $\Pi_{m-1}\left(\mathbb{R}^{n}\right)$ is the ring of polynomials of $n$ variables of degree less or equal than $m-1$.

If $\boldsymbol{\alpha}^{t} \mathbf{A} \boldsymbol{\alpha}>0$-provided that the points $\mathbf{a}_{i}$ are distinct- and $\boldsymbol{\alpha} \neq 0$, we say that the function $\Phi$ is strictly conditionally positive definite of order $m$.

In particular, the case $m=0$ yields the class of (strictly) positive definite functions. As a consequence of this definition a function which is CPD of order $m$ on $\mathbb{R}^{n}$ is also CPD of any higher order. Micchelli [33] showed that interpolation with strictly CPD functions of order one is possible even without adding a polynomial term.

TABLE I. The most frequently applied radial basis functions.

| Name | RBF | Parameters | order |
| :---: | :---: | :---: | :---: |
| Linear | $\phi(r)=r$ |  | $m=1$ |
| Cubic | $\phi(r)=r^{3}$ |  | $m=2$ |
| Gaussian | $\phi(r)=e^{-\beta r^{2}}$ | $\beta>0$ | $m=0$ |
| Poli-harmonic | $\phi(r)=r^{\beta}$ | $\beta>0, \beta \notin 2 \mathbb{N}$ | $m \geq[\beta / 2]$ |
| Thin plate spline | $\phi(r)=r^{\beta} \log (r)$ | $c>0 \mathbb{N}, \beta>0$ | $m \geq[\beta / 2]$ |
| Multiquadric | $\phi(r)=\left(c^{2}+r^{2}\right)^{\beta / 2}$ | $\beta \neq 2 \mathbb{N}$ | $m \geq[\beta / 2]$ |
| Inverse multiquadric | $\phi(r)=\left(c^{2}+r^{2}\right)^{\beta / 2}$ | $n \leq 3$ | $m=0$ |
| Wendland Function | $\phi(r)=(1-r)^{4}+(4 r+1)$ | $m=0$ |  |

## 3. The Interpolation Problem

Once the role of radial basis functions as interpolators is understood, the application for solving differential equations is straightforward. In order to properly illustrate, we first give a description of the interpolation issue. Accordingly, the approach to meshless reconstruction is based in the following multivariate interpolation problem:

Given a discrete set of scattered points $\mathcal{A}=\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots\right.$, $\left.\mathbf{a}_{M}\right\} \subset \mathbb{R}^{n}$ and a set of possible noisy measurements $\left\{z_{1}, \ldots, z_{M}\right\} \subset \mathbb{R}$, find a continuous or sufficiently differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, such that $f$ interpolates $\left(f\left(\mathbf{a}_{i}\right)=z_{i}\right)$ or approximates $\left(f\left(\mathbf{a}_{i}\right) \approx z_{i}\right)$ the data $D=\left\{\left(\mathbf{a}_{i}, z_{i}\right)\right\}_{i=1}^{M}$.
Example 1 Let us apply radial basis functions Eq. (1) to interpolate a surface given in the form $z=f(x, y)$ from the data $\left\{z_{i}=f\left(x_{i}, y_{i}\right)\right\}_{i=1}^{M}$ or $D=\left\{\left(\mathbf{a}_{i}, z_{i}\right)\right\}_{i=1}^{M}$. The coordinates of nodes are given by $\mathbf{a}_{i}=\left(x_{i}, y_{i}\right), \quad i=1, \ldots, M$, and the surface is given -just to pick one- by Franke's function (Fig. 1(a)),

$$
\begin{align*}
f(x, y) & =\frac{3}{4} \exp \left[-\frac{(9 x-2)^{2}}{4}-\frac{(9 y-2)^{2}}{4}\right] \\
& +\frac{3}{4} \exp \left[-\frac{(9 x+1)^{2}}{49}-\frac{9 y+1}{10}\right] \\
& +\frac{1}{2} \exp \left[-\frac{(9 x-7)^{2}}{4}-\frac{(9 y-3)^{2}}{4}\right] \\
& -\frac{1}{5} \exp \left[-(9 x-4)^{2}-(9 y-7)^{2}\right] \tag{5}
\end{align*}
$$

This function has been sampled for nodes in the region $\Omega=[0,1] \times[0,1]$ (see Fig $1(\mathrm{~d})$ ) with $\mathrm{M}=100$. The usual plot of $f(x, y)$ appears in the Fig. 1(a), whereas applying the multiquadric and the Gaussian, $S(\mathbf{x})$-without polynomial term- to the scattered sample points, it has the form displayed in Figs. 1(b) and 1(c), respectively.

The interpolation conditions $S\left(\mathbf{a}_{i}\right)=z_{i}, i=1,2, \ldots, M$, produce $M$ equations and the interpolant $S$ is completely determined by the $\alpha_{i}$ 's after solving the system $\mathbf{A} \alpha=z$, where $\mathbf{A}$ is an interpolation matrix, $\mathbf{A}=\left[A_{i j}\right]$, with

$$
\begin{align*}
A_{i j} & =\phi\left(\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|\right) \text { with } i, j=1, \ldots, M \\
\alpha & =\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right]^{t}, z=\left[z_{1}, z_{2}, \ldots, z_{M}\right]^{t} . \tag{6}
\end{align*}
$$

It is possible to observe that the use of RBF interpolation in the reconstruction of the function leads to -essentially- the same graphics as it is were produced by the direct plot of the Franke's function (in all cases we used MATLAB for producing the figures). Although the use of RBF interpolation in this example might be seen as useless, we consider it suitable for highlighting the power of this kind of interpolating schemes.

## 4. Meshless solutions of Schrödinger equation

As it is known, in quantum mechanics, the state of motion of a particle is specified by giving the wave function, which is in general- the solution of the time-dependent Schrödinger equation. The Schrödinger's equation (SE) is a postulate that constitute the fundamental equation of quantum mechanics. It affirms that the time evolution of a particle of mass $m$, described by a wave function $\psi(\mathbf{x}, t)$, is linked to the potential in which it is moving by the relation

$$
\begin{equation*}
i \hbar \frac{\partial \psi(\mathbf{x}, t)}{\partial t}=\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x}, t)\right] \psi(\mathbf{x}, t) \tag{7}
\end{equation*}
$$

In this partial differential equation $V(\mathbf{x}, t)$ is the local potential operator, which depends of the spatial position $\mathbf{x}=(x, y, z)$ and the time $t$. In addition, $-\left(\hbar^{2} / 2 m\right) \nabla^{2}$ is the kinetic energy operator, where $\nabla^{2} \psi=\psi_{x x}+\psi_{y y}+\psi_{z z}$ is the Laplacian operator. The sum of these two latter terms defines what is known as the Hamiltonian operator (or total energy operator) $\hat{H}$ of the particle's motion:

$$
\begin{equation*}
\hat{H}=\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{x}, t)\right] \tag{8}
\end{equation*}
$$

The physical state of a particle at time $t$ is completely described by the wave function $\psi(\mathbf{x}, t)$. The probability of finding the particle within a region $\Omega$ is

$$
\begin{equation*}
\iiint_{\Omega}|\psi|^{2} d x d y d z \tag{9}
\end{equation*}
$$



Figure 1. Reconstructions of Franke's function: Direct plot of Franke's function (a), Multiquadric reconstruction (b), Gaussian reconstruction (c), and distribution of the scattered points (d).

Since the particle must always be somewhere in the space, the probability of finding the particle within the whole space is one; that is, there is normalization condition that reads

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}|\psi|^{2} d x d y d z=1 \tag{10}
\end{equation*}
$$

Many interesting problems in quantum mechanics do not require considering the SE in its whole generality. Usually, the most interesting states of a quantum system are those in which the system has a definite total energy, and it turns out that for these states the wave function is a standing wave. In other words, the SE predicts that wave functions can form standing waves, called stationary states. When the timedependent SE is applied to these standing waves, it reduces to a simpler equation called the time-independent SE ,

$$
\begin{equation*}
\nabla^{2} \psi+\frac{2 m}{\hbar^{2}}[E-V(\mathbf{x})] \psi=0 \tag{11}
\end{equation*}
$$

The latter expression can also be written as an eigenvalue problem

$$
\begin{equation*}
\hat{H} \psi(\mathbf{x})=E \psi(\mathbf{x}) \tag{12}
\end{equation*}
$$

It is generally accepted from the early stages of Quantum Mechanics foundation that the determination of the possible eigenvalues, $E$ of the Hamiltonian characteristic Eq. (12) is one of the essential problems of the study of the quantum world. Until today it has not been solved exactly for many physical systems. Even for relatively simple cases -some of which relate with the simulation of the energy band structure of artificially made condensed low-dimensional systems- the exact solution of the stationary SE is not possible with the means of nowadays mathematics. This constitutes a motivation for the use of efficient numerical approaches to obtain it; specially those capable of dealing in a handy way with $2 D$ and $3 D$ domains of complicated geometry. In this sense, it is possible to mention the application of a meshless approach by Dehghdan and Shokri [34].

Radial basis function collocation is currently one of the main methods for meshless collocation. They differ from the polynomial basis functions typically applied in classical
collocation methods. There are, in principle, two different approaches to collocation using radial basis functions. The symmetric approach relies on Hermite-Birkhoff interpolation in reproducing kernel Hilbert spaces [11] and its application to PDE was first analyzed in [12,13].

The Asymmetric approach by Kansa [14] that will be used in this paper, has the advantage that less derivatives have to be formed but has the drawback of an asymmetric collocation matrix, which can even be singular in specially constructed situations [15, 16]. Despite this drawback asymmetric collocation has been used frequently and successfully in several applications. Schaback has shown that with some assumptions and modifications is possible to prevent numerical failure and to prove error bounds and convergence rates [16].

We now consider a general class of boundary or initial value problems for partial differential equations:

$$
\left\{\begin{array}{ccc}
\mathcal{L} u=f, & \text { in } & \Omega  \tag{13}\\
\mathcal{B} u=0, & \text { in } & \partial \Omega
\end{array}\right.
$$

with $\mathcal{L}$ a linear partial differential operator, and $\mathcal{B}$ a linear boundary operator that prescribes values on the boundary of $\partial \Omega$. If we look for a solution for $\mathcal{L} u=f$ such that $u=\sum_{j=1}^{N} \alpha_{j} v_{j}$ in terms of basic functions $\left\{v_{1}, v_{2}, \ldots, v_{N}\right\}$, then

$$
\begin{equation*}
\mathcal{L} u=\sum_{j=1}^{N} \alpha_{j} \mathcal{L} v_{j}=f \tag{14}
\end{equation*}
$$

The collocation method finds an approximate solution to a differential equation evaluating in collocation points $\left\{\boldsymbol{a}_{\boldsymbol{i}}\right\}_{i=1}^{N}$, such that

$$
\begin{align*}
\mathcal{L} u\left(\boldsymbol{a}_{\boldsymbol{i}}\right) & =\sum_{j=1}^{N} \alpha_{j} \mathcal{L} v_{j}\left(\boldsymbol{a}_{\boldsymbol{i}}\right) \\
& =f\left(\boldsymbol{a}_{\boldsymbol{i}}\right), \quad \text { for } \quad i=1, \ldots, N \tag{15}
\end{align*}
$$

is a system of linear equations. Then if we want to solve Eq. (13) with first order absorbing boundary condition

The Asymmetric Kansa's approach assumes an approximate solution of the form

$$
\begin{equation*}
u(\mathbf{x})=\sum_{i=1}^{N} \alpha_{i} \phi\left(\left\|\mathbf{x}-\boldsymbol{a}_{\boldsymbol{i}}\right\|\right) \tag{16}
\end{equation*}
$$

For $N_{I}$ nodes $\left\{\boldsymbol{a}_{\boldsymbol{i}}\right\}_{i=1}^{N_{I}} \in \Omega$ in the interior of the domain and $N_{B}$ nodes $\left\{\boldsymbol{a}_{\boldsymbol{i}}\right\}_{i=N_{I+1}}^{N} \in \partial \Omega$ on the boundary, where $N=N_{I}+N_{B}$. The approximated solution is completely determined by finding the scalars $\boldsymbol{\alpha}=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right]^{t}$. In order to obtain $\boldsymbol{\alpha}$, we enforce $\mathcal{L}$ at every point in $\Omega$ and $\mathcal{B}$ at every point in $\partial \Omega$

$$
\begin{align*}
(\mathcal{L} u)\left(\boldsymbol{a}_{\boldsymbol{j}}\right) & =\mathcal{L}\left(\sum_{i=1}^{N} \alpha_{i} \phi\left(\left\|\mathbf{x}-\boldsymbol{a}_{\boldsymbol{i}}\right\|\right)\right)\left(\boldsymbol{a}_{\boldsymbol{j}}\right) \\
& =\sum_{i=1}^{N} \alpha_{i} \mathcal{L} \phi\left(\left\|\boldsymbol{a}_{\boldsymbol{j}}-\boldsymbol{a}_{\boldsymbol{i}}\right\|\right)=f\left(\boldsymbol{a}_{\boldsymbol{j}}\right) \\
& \text { for } \quad j=1,2, \ldots, N_{I} \tag{17}
\end{align*}
$$

and

$$
\begin{align*}
(\mathcal{B} u)\left(\boldsymbol{a}_{\boldsymbol{j}}\right) & =\sum_{i=1}^{N} \alpha_{i} \mathcal{B} \phi\left(\left\|\boldsymbol{a}_{\boldsymbol{j}}-\boldsymbol{a}_{\boldsymbol{i}}\right\|\right)=0 \\
\text { for } j & =N_{I+1}, N_{I+2}, \ldots, N \tag{18}
\end{align*}
$$

This leads to the matrix form

$$
A=\left[\begin{array}{c}
\mathcal{L}[\phi]  \tag{19}\\
\mathcal{B}[\phi]
\end{array}\right]
$$

With

$$
\mathcal{L}[\phi]_{i j}=\mathcal{L}(\phi)\left(\left\|\boldsymbol{a}_{\boldsymbol{j}}-\boldsymbol{a}_{\boldsymbol{i}}\right\|\right),
$$

where $j=1,2 \ldots, N_{i}, i=1, \ldots, N$

$$
\begin{align*}
\mathcal{B}[\phi]_{i j} & =\mathcal{B}(\phi)\left(\left\|\boldsymbol{a}_{\boldsymbol{j}}-\boldsymbol{a}_{\boldsymbol{i}}\right\|\right), \\
\text { where } j & =N_{I+1}, \ldots, N, i=1, \ldots, N \tag{20}
\end{align*}
$$

And the linear system we have to solve is

$$
A \alpha=\left[\begin{array}{l}
f  \tag{21}\\
0
\end{array}\right]
$$

In particular, we are going to apply this scheme for solving the time-independent SE in $\mathbb{R}^{n}(n=1,2)$ in the form of an eigenvalue problem with Dirichlet boundary conditions on $\Omega \subset \mathbb{R}^{n}$

$$
\left\{\begin{array}{l}
\hat{H} \psi(\mathbf{x})=E \psi(\mathbf{x}), \quad \mathbf{x} \in \Omega  \tag{22}\\
\left.\psi\right|_{\partial \Omega}=0
\end{array}\right.
$$

where $\hat{H}=-\nabla^{2}+\widetilde{V}(\mathbf{x})$. For sake of numerical simplicity we have omitted the coefficient $\hbar^{2} / 2 m$, once we have done this, the units of our numerical findings will be in effective units -for length and energy. The problem (22) usually appears when one looks for the confined energy states in a quantum heterostructure. Thus, we assume an approximation $\psi(\mathbf{x})$ to the solution of the Eq. (22), proposed in the form of radial basis function, without polynomial term

$$
\begin{equation*}
\psi(\mathbf{x})=\sum_{i=1}^{N} \alpha_{i} \phi\left(\left\|\mathbf{x}-\mathbf{a}_{j}\right\|\right) \tag{23}
\end{equation*}
$$

with $N$ distinct collocation points $\mathcal{A}=\mathcal{A}_{\Omega} \cup \mathcal{A}_{\partial \Omega}$ and ensuring (22) holds at these points. Evaluating (23) at the collocation points, we have a system of linear equations

$$
\begin{equation*}
\psi\left(\boldsymbol{a}_{\boldsymbol{i}}\right)=\sum_{j=1}^{N} \alpha_{j} \phi\left(\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|\right), \quad i=1, . ., N \tag{24}
\end{equation*}
$$

Now, we introduce the notation $\psi_{j}=\psi\left(\mathbf{a}_{j}\right), \boldsymbol{\psi}=$ $\left[\psi_{1}, \psi_{2}, \ldots, \psi_{M}, \psi_{m+1}, \ldots, \psi_{N}\right]^{t}, \phi_{i j}=\phi\left(\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|\right)$, and define the matrix

$$
\mathbf{A}=\left[\begin{array}{cccc}
\phi_{11} & \phi_{12} & \cdots & \phi_{1 N}  \tag{25}\\
\phi_{21} & \phi_{22} & \cdots & \phi_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{N 1} & \phi_{N 2} & \cdots & \phi_{N N}
\end{array}\right]
$$

such that, according with Eq. (24), it is possible to write

$$
\begin{equation*}
\psi=\mathbf{A} \alpha \tag{26}
\end{equation*}
$$

Here, $\mathbf{A}$ is strictly positive definite. So, it is nonsingular and we can put

$$
\begin{equation*}
\alpha=\mathbf{A}^{-1} \psi \tag{27}
\end{equation*}
$$

On the other side $\mathbf{A}$ can be decomposed in two parts

$$
\mathbf{A}_{\Omega}=\left\{\begin{array}{l}
\phi_{i j} \text { if } 1 \leq i \leq M \text { and } 1 \leq j \leq N  \tag{28}\\
0 \text { if } M+1 \leq i \leq N \text { and } 1 \leq j \leq N
\end{array}\right.
$$

and
$\mathbf{A}_{\partial \Omega}=\left\{\begin{array}{l}0 \text { if } 1 \leq i \leq M \text { and } 1 \leq j \leq N \\ \phi_{i j} \text { if } M+1 \leq i \leq N \text { and } 1 \leq j \leq N .\end{array}\right.$
Clearly, $\mathbf{A}=\mathbf{A}_{\Omega}+\mathbf{A}_{\partial \Omega}$. Hence, with (27) and the former notation, one obtains

$$
\begin{equation*}
\mathbf{H}=\left(-\nabla^{2} \mathbf{A}_{\Omega}+\mathbf{A}_{\partial \Omega}+\operatorname{diag}([\tilde{V}]) \mathbf{A}_{\Omega}\right) \mathbf{A}^{-1} \tag{30}
\end{equation*}
$$

where $[\tilde{V}]$ is the vector whose components are the results of the evaluation of the potential function $\widetilde{V}(\mathbf{x})$ at the collocation points $\left\{\mathbf{a}_{i}\right\}_{i=1}^{M}[\widetilde{V}]=$ $\left[\widetilde{V}\left(\mathbf{a}_{1}\right), \ldots, \widetilde{V}\left(\mathbf{a}_{M}\right), 0_{M+1}, \ldots, 0_{N}\right]$, and $\nabla^{2} \mathbf{A}_{\Omega}=\left\{\begin{array}{l}\nabla^{2} \phi_{i j} \text { if } 1 \leq i \leq M \quad \text { and } 1 \leq j \leq N \\ 0 \text { if } M+1 \leq i \leq N \quad \text { and } 1 \leq j \leq N .\end{array}\right.$

As a result of this procedure, we finally arrive at

$$
\begin{equation*}
\mathbf{H} \psi=E \psi \tag{32}
\end{equation*}
$$

which represents the discretization of the eigenvalue problem associated to the time-independent SE (22).

From a purely mathematical point of view, the Eq. (22) can be solved for any value of the energy $E$ and used to obtain a corresponding discretized wave function $\psi_{E}(\mathbf{x})$. However, in the particular situation of allowed confined energy states, the wave functions are physically meaningful if they satisfy the boundary condition $\psi_{E}(\mathbf{x}) \rightarrow 0$ as $\|\mathbf{x}\| \rightarrow \infty$. So, we must check whether or not a solution obtained for some chosen value of $E$ satisfies this asymptotic condition. In our algorithm this property is ensured by looking for solutions that are sufficiently close to zero at the boundary of the region $\Omega$. That is, we require $\left\|\psi_{\partial \Omega}\right\| \approx 0$. In other words, we get physically acceptable wave functions $\psi_{E}(\mathbf{x})$ only for a set of "allowed" discrete values of the energy, $E_{n}(n=1,2, \ldots)$. In accordance, $\psi_{E}(\mathbf{x})$ is an eigenfunction of the SE , and $E$ the associated energy eigenvalue.

### 4.1. The Algorithm

Now we briefly summarize the algorithm proposed for solving the SE in confined condensed quantum systems. Typically, the Schrödinger problem in this kind of structures involves the use of the so-called effective mass and parabolic
approximations which, under the assumption of independent energy bands, leads to the same mathematical form given for the stationary SE in Eq. (8). INPUT. A set of collocation points and the potential function $\widetilde{V}$. OUTPUT. An eigenfunction $\psi(\mathbf{x})=\sum_{j=1}^{N} \alpha_{j} \phi\left(\left\|\mathbf{x}-\mathbf{a}_{j}\right\|\right)$ and energies $E$ (eigenvalues).

The following steps are:

1. Calculate matrix

$$
A_{i j}=\phi\left(\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|\right), i, j=1, \ldots, N
$$

2. Calculate

$$
\mathbf{H}=\left(-\nabla^{2} \mathbf{A}_{\Omega}+\mathbf{A}_{\partial \Omega}+\operatorname{diag}([\widetilde{V}]) \mathbf{A}_{\Omega}\right) \mathbf{A}^{-1}
$$

3. Find eigenvalues and eigenvectors
$\boldsymbol{\psi}=\left[\psi_{1}, \psi_{2}, \ldots, \psi_{N}\right]^{t}$ in $\mathbf{H} \boldsymbol{\psi}=\boldsymbol{E} \boldsymbol{\psi}$. Use an eigenvalues solver for non-symmetric matrices.
4. Among all eigenvectors $\psi$, to choose those which satisfy the boundary condition $\left\|\boldsymbol{\psi}_{\partial \Omega}\right\| \approx 0$.
5. Calculate $\boldsymbol{\alpha}=\mathbf{A}^{-1} \boldsymbol{\psi}, \boldsymbol{\alpha}=\left[\alpha_{1}, \alpha_{2}, \ldots \alpha_{N}\right]^{t}$.
6. The eigenfunction or wave function is

$$
\psi(\mathbf{x})=\sum_{j=1}^{N} \alpha_{j} \phi\left(\left\|\mathbf{x}-\mathbf{a}_{j}\right\|\right)
$$

## 5. Examples and numerical calculations

In order to show the advantages of the meshless approach introduced in this article we have made the choice of reproducing some pretty well known problems of quantum mechanics in one and two-dimensions. This will allow to compare with existing results, some of them showing analytical solutions. Thus, we leave the study of the energy states in less common structures for a future work. In all the following examples the inverse multiquadric RBF ( $\beta=-1$ ) will be used.

Let us first address some of the simplest one-dimensional problems in quantum mechanics. It is worth mentioning that, although they might seem rather academic ones, their use as conduction and valence band bending profile models is pretty much extended in the literature on low-dimensional heterostructures. Among those that have direct analytical solutions we find:

## Example 2 The one-dimensional harmonic oscillator.

The simple harmonic oscillator model plays an important role in many areas of physics. It is used in classical and quantum mechanics for a system that oscillates about a stable equilibrium point to which it is bound by a force obeying Hooke's law $F=-k x$. Thus, any particle oscillating about a stable equilibrium point will oscillate harmonically for sufficiently small displacements. An important example of a quantum harmonic oscillator is the motion of ionic cores inside a solid crystal. Each atom has a stable equilibrium position relative to its neighbors and can oscillate harmonically about that position. Another important example is the diatomic molecule, such as HCl , whose two atoms can vibrate harmonically, in and out from one another.

The quantum mechanical motion of the harmonic oscillator is described by the one-dimensional SE with potential energy function $V(x)=1 / 2 m^{*} \omega^{2} x^{2}$ (Here, $m^{*}$ is the effective mass of the particle). The normalized complete set of eigenfunctions $\psi_{n}(x)$ for the problem $H \psi=E \psi$ can be expressed in terms of Hermite polynomials $H_{n}(x)$ [35, 36]. So we can write the Eq. (12), in this case, as

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2}+\frac{1}{2} m^{*} \omega^{2} x^{2}\right] \psi(x)=E \psi(x) \tag{33}
\end{equation*}
$$

where $\omega$ is the cyclotron frequency.
The analytic eigenfunctions of the Hamiltonian above are given by

$$
\begin{equation*}
\psi_{n}(x)=N_{n} H_{n}(\alpha x) \exp \left(-\frac{\alpha^{2} x^{2}}{2}\right) \tag{34}
\end{equation*}
$$

with the corresponding eigenvalues or energy levels

$$
\begin{equation*}
E \equiv E_{n}=(n+1 / 2) \hbar \omega, \quad n=0,1,2, \ldots \tag{35}
\end{equation*}
$$

Here $\alpha=\sqrt{m^{*} \omega / \hbar}$ and $N_{n}$ are the normalization constants.
We have compared these exact analytical solutions with the numerical solutions by meshless method (Table II and Fig. 2), the results obtained for the energy levels are in remarkably good agreement with the exact values.

We define the effective Rydberg for the energy units [ $\left.R y^{*}=m^{*} e^{4} /\left(2 \hbar^{2} \varepsilon^{2}\right)\right]$ and the effective Bohr radius for the length units $\left[a_{0}^{*}=\hbar^{2} \varepsilon /\left(m^{*} e^{2}\right)\right]$. Here $\varepsilon$ is the dielectric constant of the semiconductor material where we are considering the carriers or particles and $e$ is the absolute value of the electron charge. The results in Fig. 2 have been presented in effective units.

Example 3 Particle confined in a finite double square quantum well (DSQW).

We now apply the meshless method with multiquadric basis function $\phi(r)=\sqrt{c^{2}+r^{2}}$ to obtaining the numerical solution of the Schrödinger eigenvalue problem, $\hat{H} \psi=E \psi$, in the well-known case of a finite DSQW. This problem describes a non-relativistic quantum particle of mass $m^{*}$ moving in a quantum well potential defined by the function

$$
V(x)=\left\{\begin{array}{l}
V_{H} \text { if } x \leq-L_{d} / 2-L_{1} \text { or } x \geq L_{d} / 2+L_{2}  \tag{36}\\
V_{b} \text { if }|x| \leq L_{d} / 2 \\
0 \text { otherwise }
\end{array}\right.
$$

where $L_{1}$ and $L_{2}$ are the widths of two square wells, which are separated by a potential barrier of length $L_{d}$. For the numerical evaluation we have used the effective units, defined

TABLE II. Eigenstates for the one-dimensional harmonic oscillator, given in units of $\hbar \omega$, calculated with $N=500$ collocation points. The CPU time was 13.1 s .

| Energy | Exact | Approx | \% Relative error |
| :---: | :---: | :---: | :---: |
| $E_{1}$ | 0.5 | 0.500293 | 0.058650 |
| $E_{2}$ | 1.5 | 1.500880 | 0.058650 |
| $E_{3}$ | 2.5 | 2.501466 | 0.058650 |
| $E_{4}$ | 3.5 | 3.502053 | 0.058650 |
| $E_{5}$ | 4.5 | 4.502639 | 0.058650 |
| $E_{6}$ | 5.5 | 5.503226 | 0.058650 |
| $E_{7}$ | 6.5 | 6.503812 | 0.058650 |
| $E_{8}$ | 7.5 | 7.504399 | 0.058650 |
| $E_{9}$ | 8.5 | 8.504985 | 0.058650 |
| $E_{10}$ | 9.5 | 9.505572 | 0.058650 |

TABLE III. (MM: Meshless method, DM: Diagonalization method) Lowest energy eigenstates of a finite double square quantum well. On the second column there are the values calculated by our algorithm. $N=500$ interpolation points were included in the calculation, with two of them taken as boundary points. The remaining data are: $L_{1}=L_{2}=2.0 a_{0}^{*}, L_{d}=0.6 a_{0}^{*}, V_{H}=40 R y^{*}$ and $V_{b}=20 R y^{*}$. CPU time with MM was 31 s . Energy values appearing in the third column were obtained by the direct diagonalization of the Hamiltonin, using an expansion over the a basis of eigenfunctions of a rectangular qunatum well with infinite potential barriers and well width equals to $50 \mathrm{a}_{0}^{*}$. The Hamiltonian matrix was constructed using 300 terms in the expansion, which guarantees a convergence toward exact energies with an error less than $0.1 \mathrm{Ry}^{*}$ for the lowest 15 confined states [37]. The fourth column contains the relative error in the MM with respect to the DM.

| Energy | MM | DM | \% Relative error |
| :---: | :---: | :---: | :---: |
| $E_{1}$ | 1.691919 | 1.684946 | 0.413852 |
| $E_{2}$ | 1.792603 | 1.780250 | 0.693917 |
| $E_{3}$ | 6.645933 | 6.618310 | 0.417378 |
| $E_{4}$ | 7.127742 | 7.078604 | 0.694172 |
| $E_{5}$ | 14.43250 | 14.36718 | 0.454625 |
| $E_{6}$ | 15.86026 | 15.74550 | 0.728822 |
| $E_{7}$ | 24.29272 | 24.14478 | 0.612731 |
| $E_{8}$ | 27.65106 | 27.44785 | 0.740344 |

above. In consequence, the problem to solve is given by the following differential equation

$$
\begin{equation*}
-\psi^{\prime \prime}(x)+\widetilde{V}(x) \psi(x)=E \psi(x) \tag{37}
\end{equation*}
$$

The calculated lowest eight confined energy levels as well as their corresponding wave functions are shown in Table III and Fig. 3, respectively. All the numerical procedure took 31 seconds of CPU time in an average portable personal computer, using MATLAB. The number of collocation points in the process was $N=500$, where two of them were taken as boundary ones and another two were placed at the interfaces.


Figure 2. Eigenfunctions for the Harmonic oscillator potential. The confinement potential is shown by the parabolic line. Each wavefunction is localized on its corresponding energy. Energies and lengths are given in effective units. Used number of collocation points, $N=500$. CPU time 13.1 s .


Figure 3. Schematic plot of the wave functions corresponding to eigenstates of a finite double square quantum well. Each wave function is placed at the energy corresponding to its eigenvalue. Details are the same as in Table III.

We turn to the solution of the SE in two-dimensional domains. In these cases, for the sake of simplicity, we choose systems with infinite potential barriers. However, this is not a restriction to the method provided finite potential structures can also be calculated by conveniently defining -as it turns out to be often in reality- a boundary $\partial \Omega$, at which the condition of $\psi(\mathbf{x}) \approx 0$ fulfills.

Example 4 Schrödinger equation for a particle in an isosceles right triangle. The determination of energy levels and wave functions for a particle confined within different geometric structures in more than one dimension is relevant given the prospective use of these systems in modern technology.

There are some few cases with exact analytical solutions of the Schroödinger problem as it is the case of the one describing the motion of a particle inside a triangle. For a right isosceles triangle those solutions are given in the following conditions. In this two-dimensional problem there is a triangular infinite potential well that confines the particle inside a region determined by the length, $L$, of the two legs. Then it can be shown that the expressions for the eigenfunctions are [38],

$$
\begin{align*}
\psi_{m n}^{\prime}(x, y) & =\frac{\sqrt{2}}{L}\left[\sin \left(\frac{m \pi x}{L}\right) \sin \left(\frac{n \pi y}{L}\right)\right. \\
& \left.+\sin \left(\frac{n \pi x}{L}\right) \sin \left(\frac{m \pi y}{L}\right)\right] \tag{38}
\end{align*}
$$

for $m=n \pm 1, n \pm 3, \ldots$ and

$$
\begin{align*}
\psi_{m n}^{\prime \prime}(x, y) & =\frac{\sqrt{2}}{L}\left[\sin \left(\frac{m \pi x}{L}\right) \sin \left(\frac{n \pi y}{L}\right)\right. \\
& \left.-\sin \left(\frac{n \pi x}{L}\right) \sin \left(\frac{m \pi y}{L}\right)\right] \tag{39}
\end{align*}
$$

for $m=n \pm 2, n \pm 4, \ldots$
The corresponding energy levels, in effective units, are

$$
\begin{equation*}
E_{m n}=\frac{\pi^{2}}{L^{2}}\left(m^{2}+n^{2}\right), \quad m, n=1,2,3, \ldots, m \neq n \tag{40}
\end{equation*}
$$

The results obtained by our algorithm with $N=500$ are in quite good agreement with the values obtained from the corresponding formula, (see Table IV).

Figure 4 contains plots of the two lowest confined states obtained by solving the SE by meshless method and multiquadric RBF in the case of a right isosceles triangle with leg

TABLE IV. Eigenenergies, in effective Rydberg units, for a particle confined into a isosceles right triangle. Here the leg length is $L=4 a_{0}^{*}$ and $N=500$ is the number of collocation points. Used CPU time was 117.6 s.

| Energy | Exact | Calculated | \% relative error |
| :---: | :---: | :---: | :---: |
| $E_{12}$ | 3.084251 | 3.084473 | 0.00718 |
| $E_{13}$ | 6.168503 | 6.168499 | 0.00007 |
| $E_{23}$ | 8.019054 | 8.019916 | 0.01075 |
| $E_{14}$ | 10.48645 | 10.48526 | 0.01141 |
| $E_{24}$ | 12.33701 | 12.33712 | 0.00089 |
| $E_{34}$ | 15.42126 | 15.42279 | 0.00997 |
| $E_{15}$ | 16.03811 | 16.03387 | 0.02643 |
| $E_{25}$ | 17.88866 | 17.88617 | 0.01393 |
| $E_{35}$ | 20.97291 | 20.97232 | 0.00280 |



Figure 4. Numerical solutions for the wave functions of the two lowest energy states of a particle confined within a isosceles right triangle computed by interpolation methods [39], with data obtained using our algorithm. The scale is given in effective units.
equals to $L=4 a_{0}^{*}$. At this point, some important remarks are worth to be pointed out: i) the differential equation in 2 D is solved with a number of $N=500$ collocation points. ii) with this number of points we need to obtain the wave functions, so one proceeds to perform the interpolation scheme (1), arriving to a grid of 10201 points. iii) with this, we achieve the sufficient smoothness in the resulting functions, in such a way that ulterior integration processes involving them may become accurate enough.

The density plot of the wave functions of the calculated lowest eight energy eigenstates appear in the left-hand column of the Fig. 5, the corresponding densities of probability are shown in the central column.

On the other hand, right-hand column of the Fig. 5 shows the absolute error of the calculated solutions of the 2D SE


Figure 5. Density plots for wave functions (left-hand panel) and their corresponding density of probability (central panel) associated to the first eight eigenenergies of a particle into a isosceles right triangle with infinite confinement potential. Density plot of absolute error between calculated and analytical density of probability for the first eight eigenfunctions (right-hand panel). The color bar in the bottom belongs to the right-hand panel.
equation, corresponding to the energy levels reported in Table IV, with respect to the exact analytical expression of Eqs. (35) and (36). We can see, in all cases, that the lack of coincidence is, at most, of the order of $10^{-2}$, with the higher accuracy being obtained for the lowest energy states. This is an indication that the numerical approach is pretty well accurate. In general the boundaries of the region present some difficulties to interpolants, since their reconstruction requires a precise spatial control over the smoothing properties of the radial basis function. Larger errors appear in regions close to the border triangle legs, and that is a consequence of a smaller density of points on the boundary and also of the global smoothness of radial basis interpolants.
Example 5 Particle in an infinite quantum disc.
The two-dimensional infinite quantum disc is defined by the confinement potential function

$$
V(r)= \begin{cases}0, & 0 \leq r \leq R  \tag{41}\\ \infty, & r>R\end{cases}
$$

where $r=\left(x^{2}+y^{2}\right)^{1 / 2}$. Inside the disc region the well known analytical $\psi(r, \theta)$ functions that fulfill the boundary conditions $\psi(r=R, \theta)=0$ are given by using the Bessel functions, which depend on two independent integer quantum numbers $m$ and $n$. They are given by (see [40])

$$
\begin{equation*}
\psi(r, \theta)=N_{m, n} J_{m}\left(k_{m, n} r / R\right) \exp (i m \theta) \tag{42}
\end{equation*}
$$

where $N_{m, n}$ are the normalization constants, $m=0, \pm 1$, $\pm 2, \ldots$ and $k_{m, n}$ is the $n$-th zero of the function $J_{m}(r)$, with $n=1,2,3, \ldots$ Or, more conveniently, for bound states

$$
\begin{equation*}
\psi^{-}(r, \theta)=J_{m}\left(k_{m, n} r / R\right) \sin (m \theta) \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{+}(r, \theta)=J_{m}\left(k_{m, n} r / R\right) \cos (m \theta), \tag{44}
\end{equation*}
$$

with eigenenergies, in effective units, given by

TABLE V. Eigenenergies for a particle into a quantum disc with infinity confinement potential. These values were obtained using $N=500$ interpolation points within a disc of radius $R=2 a_{0}^{*}$. CPU time was $126 s$.

| Energy | Exact | Calculated | \% relative error |
| :---: | :---: | :---: | :---: |
| $E_{10}$ | 1.44580 | 1.445826 | 0.00170 |
| $E_{11}$ | 3.67050 | 3.670222 | 0.00757 |
| $E_{11}$ | - | 3.670589 | 0.00243 |
| $E_{12}$ | 6.58338 | 6.592981 | 0.14583 |
| $E_{12}$ | - | 6.592982 | 0.14583 |
| $E_{20}$ | 7.61782 | 7.615506 | 0.03038 |
| $E_{13}$ | 10.1766 | 10.17449 | 0.02081 |
| $E_{13}$ | - | 10.17451 | 0.02062 |
| $E_{21}$ | 12.3046 | 12.29767 | 0.05651 |
| $E_{21}$ | - | 12.29890 | 0.04651 |



FIGURE 6. Eigenenergies from a particle with infinity confining within a circle of radius $R=2 a_{0}^{*}$. The algorithm was performed with $N=500$ interpolation points.

$$
\begin{equation*}
E_{m, n}=\frac{k_{m, n}^{2}}{R^{2}} \tag{45}
\end{equation*}
$$

The numerical results obtained by our algorithm are remarkably similar to the analytical solutions, and are depicted in Table V for a quantum disc of radius $R=2 a_{0}^{*}$. Again, the coincidence of the eigenvalues is significantly good. Note that the largest errors for the obtained wavefunctions correspond to the boundary regions. This could be mitigate by increasing the number of boundary points [1]. Given the symmetry, the calculation in this case has only included $N=500$ collocation points.

In the Fig. 6 we are presenting the density plots of the confined wavefunctions that correspond to the energy states reported in Table V (left-hand column) as well as the associated probability densities (right-hand column). It is possible to notice that the particular symmetries of the different states are correctly reproduced.

## 6. Conclusions and future research

We have addressed the subject of solving the Schrödinger equation in one- and two-dimensional problems using a meshless method. The procedure of implementing the numerical procedure has been thoroughly presented. For the sake of comparison, we chose some well known examples for the application of this approach which have, in general, analytical exact solutions. In all cases, the use of the meshless method leads to a remarkably good qualitative and quantitative agreement. In this paper we have used Multiquadric, a globally supported radial basis, the same as thin plate splines and many others. The main disadvantage of globally supported RBFs is that their associated interpolation matrix is full. As a consequence, there exists an upper limit in the number of collocation points of globally supported RBF collocation methods. If the distance between collocation points
is very small, the matrix will become very ill-conditioned, leading to serious numerical singularity and degradation in numerical accuracy. These problems can be avoided by using compactly supported RBFs, and this is a subject of future investigation. That opens the possibility of using this kind of numerical schemes to the study of electron states -and related physical properties- in quantum nanostructures of more complicated or even non-regular geometries. Another possible application is the self-consistent solution of the Schrödinger and Poisson equations in problems with selective doping or polarization-induced charge densities.

A straightforward extension of our approach will be the study of quantum states in three-dimensional confined structures such as quantum dots. The results of such a work will be published elsewhere.
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