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Quantum computation of heavy quarkonium masses
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We perform a quantum calculation of the 1S charmonium mass by simulating the spinless Cornell Hamiltonian on a quantum processor using
a variational method. Errors due to a global depolarizing noise channel are corrected with a zero-noise extrapolation method, resulting in
good agreement with the known value. We also calculate the 2S mass of charmonium on a noiseless quantum simulator by orthogonalizing
with respect to the ground state. This research demonstrates that near-term quantum devices are capable of simulating heavy quark bound
states, which are currently under-represented in the literature.
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1. Introduction

In recent years, the intersection between quantum computing
and nuclear physics has experienced major developments at
a rapid pace [1–3]. While a full simulation of QCD is not yet
practical, quantum computers are currently capable of simu-
lating effective models of the strong force as well as related
gauge field theories (e.g., in lower dimensions and/or with
smaller symmetry groups) [4–17]. Recently, quantum com-
putations of the ground state energies of few nucleon systems
have been achieved using variational quantum eigensolver
(VQE) methods [4, 5], extending the usefulness of quantum
algorithms into the subatomic realm. However, simulations
of systems of quarks/antiquarks remain under-represented in
the literature. In this document, we present a quantum com-
putation of the ground state mass of charmonium, a bound
state between charm and anticharm quarks, using a spin-
averaged potential. We choose to study charmonium since
interactions between heavy quarks are approximately nonrel-
ativistic, simplifying their dynamics. Our calculation uses
the VQE algorithm [18] with unitary coupled cluster (UCC)
ansatz [18,19]. To correct errors due to decoherence, we em-
ploy a zero-noise extrapolation method. We also describe a
method for calculating masses of excited charmonium states,
and implement it on a noiseless quantum simulator to calcu-
late the mass of the first excited state. Further details of this
study can be found in [20].

2. The Hamiltonian

Up to spin corrections, heavy quark-antiquark bound states
are described by the effective potential

V (r) = −κ

r
+ σr, (1)

known as the Cornell potential [21]. We setκ = 0.4063
and

√
σ = 441.6 MeV. The Cornell potential enters into the

Hamiltonian

HN =
N−1∑

m,n=0

〈m| (T + V ) |n〉 a†man, (2)

which is truncated afterN orbitals. In our simulations, we
setN = 3 to save on computational resources. The operators
a†n andan create and annihilate ac-c̄ pair in the harmonic
oscillators-wave state|n〉. We choose the frequency of the
harmonic oscillator to beω = 562.9 MeV, which corresponds
to a length scale of about0.35 fm. This is similar in size to
known charmonium states.

To be useful in a quantum calculation, the Hamiltonian
must be written in terms of quantum gates and the state of
the c-c̄ pair must be mapped to a collection of qubits. To
accomplish the former, we employ the Jordan-Wigner trans-
formation,

a†n =
1
2




n−1∏

j=0

Zj


 (Xn − iYn), (3)

an =
1
2




n−1∏

j=0

Zj


 (Xn + iYn), (4)

which uses the abbreviated notationXn ≡ σx
n, Yn ≡ σy

n,
andZn ≡ σz

n for Pauli operators acting on thenth qubit. The
state of the system is of the form|fN · · · f2f1〉, where eachfn

represents the number ofc-c̄ pairs in thenth harmonic oscil-
lator s-wave state. Since there exists at most one pair in any
given harmonic oscillator state, eachfn can straightforwardly
be identified with a qubit. The HamiltonianH3 =

∑9
i=0 Hi

3

used in this research is a sum of 10 terms:

H0
3 =

1
2

(
21
4

ω + V00 + V11 + V22

)
, (5)

H1
3 = −1

2

(
3
4
ω + V00

)
Z0, (6)
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H2
3 = −1

2

(
7
4
ω + V11

)
Z1, (7)

H3
3 = −1

2

(
11
4

ω + V22

)
Z2, (8)

H4
3 =

1
4

(
−

√
3
2
ω + 2V01

)
X0X1, (9)

H5
3 =

1
4

(
−
√

5ω + 2V12

)
X1X2, (10)

H6
3 =

1
4

(
−

√
3
2
ω + 2V01

)
Y0Y1, (11)

H7
3 =

1
4

(
−
√

5ω + 2V12

)
Y1Y2, (12)

H8
3 =

1
2
V02X0Z1X2, (13)

H9
3 =

1
2
V02Y0Z1Y2, (14)

with Vmn ≡ 〈m|V |n〉. One of the terms is proportional to
the identity, while the other nine are proportional to traceless
unitary operators.

3. Application of VQE

The variational principle states that, given an ansatz|ψ(~θ)〉
and the HamiltonianH3,

〈ψ(~θ)|H3 |ψ(~θ)〉 ≥ ε0, (15)

whereε0 is the ground state energy ofH3. This principle
forms the basis of the VQE algorithm, which uses a classical
optimization procedure to minimize〈H3〉 with respect to the
parameters~θ and a quantum subroutine to calculate〈H3〉 for
any given~θ. Although the VQE algorithm is primarily used
to estimateε0, it can be improved to systematically estimate
excited state energies as well. Let|ψ(~θ0)〉 be the ground state
wave function and let|ψ(~θ1)〉 satisfy

〈ψ(~θ1)|H3 |ψ(~θ1)〉 = ε1, (16)

whereε1 > ε0 is the energy of the first excited state. One can
show that for all states|ψ(~θ)〉 orthogonal to the ground state,

〈ψ(~θ)|H3 |ψ(~θ)〉 ≥ ε1 > ε0. (17)

In other words, if the ansatz is orthogonalized with respect to
the ground state wave function, the variational method gives
an upper bound on the next lowest eigenvalue. This is true
even if the ground state is approximate. One can apply this
technique iteratively to estimate any excited state energy. In
practice, however, the largest excited state that one can es-
timate is limited by the number of truncated basis orbits in
an actual calculation. In a more general context, we note this

FIGURE 1. A low-depth gate decomposition of the ansatz used in
our simulations.

strategy is essentially an application of the so-called
Hylleraas-Undheim-MacDonald theorem [22,23].

We approximate the ground state energy ofH3 using the
VQE algorithm in tandem with the UCC ansatz. For a single
c-c̄ pair with access to three orbitals, this ansatz consists only
of the unitary operator

U(θ, φ)= exp
{

θ(a†1a0 − a†0a1)+φ(a†2a0 − a†0a2)
}

, (18)

which rotates the state|001〉 into a linear combination of
|001〉, |010〉, and |100〉 with coefficients tuned byθ andφ.
For this specific system, however, it is more convenient to
use the parametersα andβ, defined byα ≡

√
θ2 + φ2 and

sin β ≡ θ/α. The 3-qubit UCC ansatz for a singlec-c̄ pair is
then just

|ψ(α, β)〉 = cos α |001〉
+ sin α sinβ |010〉+ sin α cos β |100〉 . (19)

A low-depth gate decomposition of|ψ(α, β)〉 is illustrated in
Fig. 1. After approximating the ground state using VQE, we
approximate the first excited state by employing the corollary
discussed in the previous paragraph.

4. Error mitigation

4.1. Noise scaling

To compute〈H3〉 on a quantum computer with respect to the
variational ansatz, we must measure each of the 9 traceless
unitary operators that appear in the Hamiltonian separately.
On a real quantum computer, each of these measurements
will be influenced by amplitude damping, phase damping, or
depolarizing noise channels [24]. Of these, we choose to cor-
rect for a potential depolarizing channel. Though this channel
usually overestimates the degree to which quantum informa-
tion is lost to the environment, it is appropriate since we have
no detailed information about the actual physical noise chan-
nel of the quantum computer we are using.

To correct for a potential global depolarizing channel, we
employ a zero-noise extrapolation method based on [25]. Let

U = Ld · · ·L2L1 (20)

be anN -qubit quantum circuit with depthd. Each layerLi is
composed of one or more quantum gates that can be executed
simultaneously. Assuming a global depolarizing channel is
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FIGURE 2. Expectation values (in Mev) of eachHi
3 versus the scaling parameterλ with 95% confidence mean prediction bands. Noiseless

quantum simulation results are indicated by stars, but are not included in the fits.

the dominant source of noise in the circuit,ρ transforms un-
derLi in a way that depends only on an ideal noiseless part
L̃i and a layer-dependent success rate0 ≤ ri ≤ 1. That is,

ρ
Li−→ riL̃iρL̃†i +

1
2N

(1− ri)I. (21)

Consequently,ρ transforms like

ρ
U−→ rŨρŨ† +

1
2N

(1− r)I (22)

under the circuitU , with total success rater ≡ ∏d
i=1 ri.

While U will have a base level of noise that cannot be
controlled, it is possible to scale the presence of noise in a
predictable manner. Consider the new circuit

V ≡ U(U†U)n(L†1 · · ·L†s)(Ls · · ·L1), 0 ≤ s < d. (23)

While V is logically equivalent toU , the ratio of their depths
is

κ ≡ 2
s

d
+ 2n + 1. (24)

Under this larger circuit,ρ transforms like

ρ
V−→ rλŨρŨ† +

1
2N

(1− rλ)I, (25)

where
λ ≡ 2

ln q

ln r
+ 2n + 1 (26)

is a noise scaling parameter andq ≡ ∏
i≤s ri. In the sim-

plest case wheres = 0, the additional noise introduced byV
depends only on circuit depth sinceλ = κ. This is the scal-
ing behavior given the most attention in [25]. However, in
the general case where0 ≤ s < d, knowledge of the depths
alone is not sufficient.

4.2. Zero-noise Extrapolation

The expectation value of a traceless unitary operatorA with
respect toV is

〈A〉 (λ) = 〈0̃| Ũ†AŨ |0̃〉 rλ. (27)

Evidently, 〈A〉 (λ) is proportional to the noiseless expecta-
tion value, but vanishes exponentially quickly asλ increases
beyond1. One estimates the noiseless result by measuring
〈A〉 (λ) for variousλ, fitting the exponential ansatz to the
data, and evaluating the fit atλ = 0.

The approach that is simplest and least prone to error is to
only gather data for oddλ. However, each timeλ is increased
to the next odd integer, the circuit depth increases by2d. Af-
ter only a few values ofλ, the depth may be too large for a
given quantum processor to handle without introducing sig-
nificant errors. To build a circuit with arbitraryλ ≥ 1, which
would result in a better fit, one needs precise knowledge of
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FIGURE 3. Expectation value (in MeV) ofH3, obtained by com-
bining the plots in Fig. 2. Noiseless quantum simulation result is
indicated by the star symbol for comparison.

each individualri. However, in this work we simply assume
that eachri is approximately equal, so that

ln q

ln r
≈ s

d
(28)

andλ ≈ κ. The result of applying this method to the 9 trace-
less unitaries inH3 is illustrated in Fig. 2.

5. Measurements

We ran our circuit for calculating the 1S charmonium mass
on IBMQ Athens. To calculate the expectation value ofH3

for a givenα, β, λ, each of the 9 traceless unitaries inH3

were measured separately1.024×106 times. Beginning with
λ = 1, we used the VQE algorithm to find the appropriate
α andβ. We then used this same approximate ground state
wave function to calculate the expectation value ofH3 for
λ = 2, 3, 4, 5. After applying the error mitigation technique

discussed in the previous section, we measured〈H3〉 (0) to be
502±98 MeV, with the uncertainty given by 95% confidence
mean prediction bands. This agrees well with the493 ± 1
MeV we measured using the noiseless IBM QASM Simula-
tor. Fig. 3 shows〈H3〉 (λ) with total mean prediction bands
and the zero-noise extrapolated result.

To measure the 2S expectation value ofH3, we orthog-
onalized the UCC ansatz with respect to our estimate of the
ground state and applied the VQE algorithm once again. With
this constraint, the variational principle provides an estimate
of the first excited state. Using the noiseless QASM Sim-
ulator, this procedure gave a 2S energy of1212 ± 2 MeV.
We did not use a noisy quantum computer to calculate the 2S
expectation value ofH3.

6. Conclusions

In this article, we demonstrated how heavy quark bound
states can be simulated on a quantum computer using an ef-
fective potential and variational procedure. To compute the
expectation value of the Hamiltonian with respect to the UCC
ansatz, it was necessary to use the Jordan-Wigner transforma-
tion. Each part of the Hamiltonian could then be measured
separately. By tuning the parameters of our ansatz using the
VQE algorithm, we were able to estimate both the ground and
first excited states of a spinlessc-c̄ pair on a noiseless quan-
tum simulator. Using a zero-noise extrapolation method, we
then measured the ground state on a noisy quantum computer
and achieved agreement with the noiseless value. The goal
of this research was to highlight the quantum computational
method used to extract bound states from a spin-averaged po-
tential model, not to reproduce the physical ground and first
excited states of charmonium. The physical states may be ob-
tained using the same method by using an appropriate spin-
dependent potential.
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