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The paraxial regime of scalar wave optics has the same structure as non-relativistic quantum mechanics, with wavelength taking the place o
the Planck constant. The Wigner function is a central tool to explore the phase space of a system; in optics, moreover, it can be producec
by purely optical means. In this first part, we present a matrix-based formalism for the study of paraxial optical systems, and apply it to the
description of a setup that, as will be seen in the second part, produces the Wigner function.

Keywords:Wave propagation; Fourier optics; space phase measurements.

El régimen parxial de lé&ptica ondulatoria escalar tiene la misma estructura quealzanica céntica no relativista, donde la longitud de

onda juega el papel de la constante de Planck. La®md& Wigner es una herramienta central para explorar el espacio fase de un sustema;
adends, enbptica, se puede producir con medios exclusivaméptieos. En esta primera parte, presentamos un formalismo matricial para
el estudio de los sistemagpticos parxiales y lo aplicamos en la desci@pei de un arreglo, que como veremos en la segunda parte, produce
la funcion de Wigner.

Descriptores:Propagadn de ondashptica de Fourier; mediciones de fase espacial.

PACS: 42.25.Bs; 42.30.Kq; 42.50.Dv

1. Introduction Bartelt, Brenner and Lohmann2][built (paraxial) optical
devices to produce the (square of the) Wigner function of
Since the invention of the laser, signal analysis performed by 1-dim signal in the space domain as a 2-dim image on a
optical means has become a powerful tool, due to its parphotographic plate. In the time domain, the development has
allelism and speed. For signals in time, the conjugate varifollowed a different route: ‘instantaneous frequency’ analyz-
able is the frequencyij.€. the color for light or the tone for ers of analogue acoustic or radio signals were produced with
sound). Optical signals in space, on the other hand, are ofteglectronic resonators more than a century ago. In fact, the
understood as the light distribution on the plane of a screerepresentation of music by notes on a pentagram is somehow
perpendicular to the main direction of propagation. The conakin to a Wigner function, since it jointly specifies time and
jugate variable is now the spatial frequency at the screefrequency.
(called the momentum), which gives information about the  The purpose of this series of tutorial papers is to guide
direction of propagation of the different (plane wave) com-the reader from the wave equation to the methods of parax-
ponents of the field. For laser signal processors, the rangg| optics that will let them understand the device in Ref. 2
of directions is usually very narrow, so it is valid to describefor the implementation of the Wigner function. The mathe-
these systems by using the paraxial approximation. Parafnatical tool most convenient to describe (paraxial, geomet-
ial wave optics is mathematically identical to non-relativistic ric or wave) optics is the theory & x 2 matrices. This is
quantum mechanics, with the wavelengtiaking the place  not an understatement, because the methods include the nec-
of Planck’s constan. essary integral transforms of wave optics including Fourier
An intuitive description for a signal is given by the and Fresnel transforms, Gaussians, coherent states and diffu-
Wigner function [], which lives in phase space (the ab- sion phenomena. We dedicate the first article in this series
stract space of time/position and frequency/momentum). Thé the presentation of a shortcut from the home base of the
Wigner function does not contain ‘more’ information than wave equation to the point where matrices are used to ana-
the signal itself, but displays both the signal and its Fouriellyze the Brenner-Lohmann setup which produces the Wigner
transform, and is tightly constrained by its mathematicalfunction with monochromatic light of arbitrary color. The
properties. In particular, it implicitly includes the essential second article will give several examples of paraxéime
Fourier/Heisenberg ‘uncertainty’ relation between the twoof scalar waves optics described by the Wigner function, and
canonically conjugate variables. will present experimental results of its implementation in the
In each domain (space and time) the Wigner function oflaboratory; as usual, various parameters needed adjustment,
signals has been studied and applied since the early 198080 understanding the effects of misalignments, rotation and
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unfocusing on the Wigner function image will rely on the re- wavefronts (i.e. surfaces of constant value) are normal to

sults of this manuscript. and advance with time in the directiort. The wavelength
This paper is organized in the following way: Section 2. A = 27/k > 0 is bound to the time frequeney= 7kc € R

starts with the wave equation and narrows the range of intelby the propagation speedn the medium. Wher\f/T(E) has

est to the paraxiabgime. Fresnel propagators and thin lensesupport on a single sphere of radig = k,, we say that the

are the building blocks of optical systems and their action isvavefield ismonochromatic

specified on wavefields of arbitrary color and phase. Gaus-

sians of complex width are fundamental to paraxial optics2.2. Wavefields near to the optical axis

in Sec. 3 we succinctly derive some of their properties and . .

use them to find the canonical transform kernel, labelled by V& now consider wavefields composed of plane waves whose

2 x 2 matrix, that carries the action of every optical system Wavenumber vectors are all nearto the axis of the opti-

Section 4 examines the manifold of free-lens-free system&al apparatus, denoted theaxis, lying inside ssmall cone

which includes fractional Fourier transformers. Out of two of Of angle©. In the usual spherical coordinateg, 0, ) the

these, with crossed cylindrical lenses, the Brenner-Lohmanrtz-direction isf = 0; the wavenumber vector fiellt, (k ), is

setup is prepared for the following paper. Connections an@SSumed to have support on the cgisc © and{r—6| < ©.
conclusions are summarized in section 5. Each small spherical cap maps 1:1 on a disk neighborhood of

the origin in one of the two plangs, = +k, that we label
o = signk, € {+1,—1}. On each of these-planes, we

2. Global and paraxial wavefields indicate by
A wavefieldV (g: t) (of positiong € %% and timet € R) is a 1/ k, sin 6 cos ¢
complex solution of the wave equation p=7 k, )~ \ sinfsing )’ ®)
( 02 N > N 02 ) (1) = iiz\p((j, H, @ the momentun®-vector, which we also label by. Then, the
0q2  0q2  0q? ’ 2otz M following approximations of order 2 ié hold:
whose Fourier transform exists (at most) as a distribution k2 4 k2 /1.2 T2
(we thus implicitly exclude evanescent or otherwise growing Y tanf~snf= VY
solutions). Hereg is the speed of light. |k k
. . 0, o= +1,
2.1. Fourier transform of a wavefield =Pol=q 4 o ] (6)
The spatial Fourier transform of a wavefialdq: ¢) is
P ehdz: ) k.= o0\ /k? — k2 — k2~ ok(1 - ip2), (7)
U(kit) = (F: 0 E;t N
(ks #) = ( J(k;t) dk:dkwdkydkzszdk: sin 6 df d¢
1 o .
= W o dq¥(q;t) exp(—ik-q) (2) ~ ok? dk dp,, (8)

kg~ : _1p?
of wavenumbek € R3, whose time dependence is deter- k-§~kpy-q+ok(l—5p;)q:, 9)
mined by the Fourier transform of Eq. (1), whereq = (qs,q,). The right-hand sides will define the
05 7 2 25 7 paraxial approximation of the wavefield, which we now pro-
07U (k;t) /01" = —(ck)" U (k;t), ceed to develop.

with & = |k |. This equation has two independent separable " this approximation, we can rewrite the Fourier
solutions labelled by € {+1, ~1}: synthesis of the wavefield (4) in cartesian coordinates

7= (¢z,9y,9:) = (q,¢z), @s

U(k;t) = . (k) exp(—itket), 3 -
( ’ ) T:Zj:l ( ) p( ) ( ) \I/(q q 't) ~ Za,'r::tl / k2 dkeik(o’quﬂ'ct)
wherek = |k| > 0. This ensures that by Fourier synthesis, s _ .
we recover the original function as X /@ dps V- (po, k) e~ "2 Padz¢kPord - (10)
U(Gt) = (F: )G 1) where U (p,,k) = VU.(k). There are four summands
DO e in (10), two containing the facter=*(4-—<) in the integrand,

= an) /%3 dk V. (k) expli(k - §— Tket)], (4)  and two withex?#(2=+<!) The wave equation is of second or-
der int, so of course there are two independent solutions,
The wavefield is thus displayed as a generali@idaC) determined by the initial conditions and derivatives. In the
superposition of plane waves exp[z‘(E - ¢ — Tket)], whose  analysis of the output wavefield of an optical system we are
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interested only in the = 7 terms, which advance ‘forward’ 2.4. Forward polychromatic paraxial wavefields

with ¢, = ct, containing both: ande, and whose momen-

tum projectionsp are antiparallel. Writingp = op,, we  After all the approximations we made, weplacethe ‘true’
canreplacethe integral overx > 0 in (10) by an integral ~wavefield¥(g;¢) in (4) by the integral over all wavenumbers
over the real linesk of ¥, (p,, k) = ¥.(p,ck) times the of the monochromatic fields (12) to form the (forwaply-
exponential factors, where no explieitis left. We thus have chromatic paraxiafield

forward wavefields written as

e LT ikt B
U(q,q.;t) ~ m[m dke 5
T Cilkpa. ikpa This expression has very convenient properties under Fourier
x /@ pY(p k)e " € - (11) " transformation and fit naturally into the Wigner function for-
malism developed for quantum mechanics. For short, we call
2.3. Monochromatic wavefields, Fresnel propagator Eg. (18) theparaxial regimeof wave optics.

To determine the form which the wave equation adopts
in the paraxial @gime, we note first that for the monochro-
matic fieldsix(q, ¢.;t) in (13), the sum of second partial
derivatives with respect tg, and g, multiplies ¥(p, k) in
(12) by the factor-k%p?, while thect-derivative multiplies
it by —ik and theg.-derivative byik(1 — 3p?). Therefore,

U(dqit) =:;7%;1[;dkz&<q7qz;k>e-”kd. (18)

To use the tools of Fourier analysis in their simplest form,
having assumed that in principlg(p, k) =~ 0 for |p| > O,

we nowdisregardthis restriction and replace the integral (11)
by an integral over the unbound momentum plane R2.
The inner integral in (11) is then

_ ik, K2 time-dependent paraxial monochromatic wavefields satisfy
V(@ gz k) = e o
" 1o i 0
x/ dp{IVf(p7I<:) e—i%kpngeikpq7 (12) —@quwc(%t) = Emwk(%t)’
§R2
and this defines themonochromatic fielaf wavenumberk, #W(qj t) = ik (G t). (19)
whose time dependence is simple, 93(g=—ct)
0 e~ iket The first equation resembles the time-dependent free
UACHRDESUCHAL) (13) a P

Ver

and whose integral oveér € R yields the generic field (11).
On thegq, = 0 plane —called thestandard screen- the
Gaussian oscillating factor in (12) is unity andq, 0; k) is
the inverse Fourier transform @ (p; k) with respect to the
first two arguments; there, we can invert the relation (12) to

Schiddinger equation of quantum mechanics for unit mass,
with a ‘time’ variable: (¢. + ct) and a ‘Planck reduced con-
stant' i < k~! = \/2m given by thereduced wavelength
of each monochromatic field component, while the second
equation only specifies that the field is indeed monochro-
matic and moving forward. Wheuy(g;t) is replaced from
the second equation into the first, &lls cancel and the

1 - —ikp full wave equation (1) is reproduced for any polychromatic
V(p:k) = o /%2 dqip(q, 03 k) e™F. (14) sum or integral (18) of independent monochromatic compo-

Reintroducing this in (12 d aft h fint nents. When we place ourselves on a screen moving along the
~eintroducing this in (12), and after an excnange otintegra:, ;s ith the speed of light by setting = ct, we remain
tions, we find that the wavefield at is the convolution

only with the first of Egs. (19), which is a free Sdldinger

. equation for the wavefields; (q, ¢.) onq € R2, and evolves
U(a,q:1k) = /%2 dq' F(a—d',q:: k) 9(d,0:k) - (18)  gionq, ’

= (Flo.q::k)  0(0.0:0)) (@) (16)

between the field on the standard screen, andFesnel

2.5. The curious geometry of the paraxial approximation

propagator The paraxial approximation of optiqs entails a cur?ous. ge-
) ometry, as we illustrate here. Consider, as shown in Fig. 1,
N kg [ F —ilkp2q. ikp-q a wavefield of monochromatic plane waves (of wavenumber
F(q,q.; k) =™ | — dpe 'z e - .
2 2 k = |k| = 2w /)\), crossing (at a small angéfrom the nor-

ik mal of) a screen, and sensed on the screen by modulus and
= etk S etha’/2a= (17) phase (as an acoustic wavefield could be). On the screen
T4z appears a pattern of parallel wavelines with wavenumber
Equation (15) is a superposition of diverging waves (17) with|k| = k|p| = ksin 6 < k. As we increase the wavefield angle
continuous coefficients(q’, 0; k), similar to Huygen’s con- 6, the wavelines on the screen come closer together, spaced
struction. by a diminishing wavelength\y = 27 /k|p| = Asec9; the
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q q q 3.2. Thin lenses
N\ Thin lenses are modelled conveniently by operatfrsf
be multiplication by oscillatory Gaussians: they must turn a

plane wave into a spherical wave that converges to (or di-
verges from) afocal point at f along the opticalz-axis,
as shown in Fig. 2. On the reference plane (and for a

0
— 2 z Z ‘small’ angular spread), a converging spherical wave has
phase~ exp[—isk(r — f)], wherer = /g2 + f? is the
radius to the focal point. The paraxial approximation is con-
sistent with the consideration of lenses whose focal distance

is very large in comparison with the transversal spread of the
\ field, i.e, q> < f?, the hypotenuse is — f ~ 1q?/f,

and the impressed phase is thereferp(—iikq?/f) on all
FIGURE 1. The curious geometry of the paraxial free propagation. incoming wavefields. In the paraxial model tthén lensap-
A plane wavefield of wavelength falling on a screen at a ‘small’  proximation remains valid over all the plages #*2; in other
angle¢ shows wavelines on the screen, of transverse wavelengthwords, pupils can grow infinitely wide and with no obliquity
Ao = Acscd > M. Yet the paraxial@&gime ‘foreshortens’ angles  factor. We cally = 1/f the Gaussian powenf the lens,
so thath, can be as small as closeXo whose representing operator on fields of wavenunilisr

minimal wavelength on the screen isfor § = %77. But
within the regime of ‘paraxial geometry’ we can increase
# ~ |p| beyond any bound, as if the foreshortening)gf

could continue down to zero. This is why paraxial optics, as

quantum mechanics, can contemplate Difac-or otherwise A flat surface corresponds to the identity transformation
sharp (yetmonochromatit signals on its screen. With true Lo = T for g = 0. Convergent (convex) lenses are charac-
wide-angle optics and in the absence of evanescent wavegsyized byg > 0, and divergent (concave) ones py< 0.
[Eq. (4)] one can define points on the screen only as sharplgn ;-cylindrical lensZ,, , acts on thez-coordinate, mul-

L5 (0,0 k)](a) = e 1299 (q,0;k)  (22)

as the peak of aincfunctionsin(k|q|)/|q] [3]. tiplying the wavefield byexp(—iikg.q2), and is flat in the
y-direction. Similarly, ay-cylindrical lens.L, 4, acts on the
3. The Gaussian kernels of paraxial optics y-coordinate multiplying byexp(—izkg,q;). The general

astigmatidens has in this exponent the quadratic fayrg q,
Gaussian functions and their properties are germane to thgith a symmetri2 x 2 Gaussian power matrig; the lens is
paraxial Egime of optics. They include the common bell brought to its principal axes by rotating it around the opti-
shape, but also chirps whose local frequency increases lircal axis; and there, the Gaussian power matrix is diagonal
early with time, serving both as a useful family of wavefieldsg = diag(g., g,). The set of astigmatic lens operators which
and as kernel for their transformations, as we shall now seegeneralize (22) also form a group [(21)] whose elements are

symmetric matriceg and whose composition is their sum:
3.1. Free propagation

In the previous Section, the approximation (7)keffrom a Ly Lk =Ly g Lo=T. (23)
sphere to a paraboloid was used to define the para@gahe.

In this régime, propagation of a wavgﬂeld frqm the StandardOne-parameter subgroups of lenses are, for example, those
screen to one at along the optical axis, entails the transfor-

: . — ) characterized bg = g1 asaxis-symmetri¢i.e., those which
mation of the fields)(q, z; k) of wavenumbet: by an inte- are invariant under rotations around the optical axis), and
gral transform operator

aligned cylindrical lenseg = diag(g.., 0), etc.

[TF4(0,0; k)] (q) = (q, 2; k), (20) Three-dimensional paraxial optical systems, built out of

paraxial free propagation and thin lenses, can be represented

which acts by convolution (16) with the Fresnel propagationpy 4 x 4 matrices of a certain typesymplectianatrices §])

kernel (17). The latter consists of a phase faetbt-, times  and form a 10-parameter group. In the paraxégime more-

an oscillatory Gaussian function. We should expect that thesgver, there is a straightforward (and rather subtle) correspon-

operators are elements of a one-parameter group with identityence between geometric and wave optics, and between op-

A tics and mechanics of quadratic potentials (both classical and

guantum) such as the free particle, the harmonic and the re-

k Tk _ Tk ) . . ..
1,1, =T. pulsive oscillators g]). In this exposition, however, we shall

214227

TF =1 (21)
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Now the Fresnel transform (17) contains Gaussians of pure
imaginary widthw = —iq,/k, while the lens phase factor
(22) multiplies with a Gaussian of width = —i/gk. One
may extend all formula to the limit Re — 0™ as long as in-
tegrals are performed in company with well-behaved square-
integrable functions. This is theeakextension of functions
that includes Dira@’s as limit points of sequences of Gaus-
sians.

The complexw Gaussian (24), shown in Fig. 3, is a two-
valued function due to the square rootoin the normaliza-
tion factor. For the Fresnel propagator (17) one must spec-
ify that ‘—i’ is e~"/2 (and note™3"/2), because the nor-
malization integral (25) exists only when we approach the
imaginarye axis from the complex right half-plane. (The

Z origin of this bivaluation is deeper: it relates to theeta-
plectic signthat underlies linear canonical transformations in
paraxial geometric and wave optics.) Whien — 0 from
the right half-plane, Eq. (25) implies that the Gaussian con-
verges weakly to the Dirad(q); thus the limitg, — 0T of
the Fresnel transform (15) is the identity transformation.

3.4. Fourier transform, convolution and product of Gaus-
sians

A fundamental property of Gaussians is that the Fourier
transform ofG,,(¢q) is also a Gaussian, albeit rescaled and
of inverse width:

FIGURE 2. An ideal thin convex lens turns a plane wavefield into

~ _ _ 1 / N —iqq
a convergent spherical one, multiplying by a phase factor. In the Gulg) = (F Gu)lg) = /on /%dq Guld)e
curious paraxial geometry, the spheres are approximated by oscu-

lating paraboloids and there is no pupil to restrict rays, nor obliquity — L

factor. \/‘;

be interested in a subset of systems composed of cylindricd’ Reéw > 0, w # 0. Since the product of exponentials cor-
lenses, all aligned on the- or on they-axes; and free prop- esponds to the sum of exponents, the product of two Gaus-

ble in 2—y cartesian coordinates, so it is necessary to stud{ne two widths:

Gl/w(q>7 (26)

lenses and free flights only on a single screen coordinate, as % 1 1 1

in a two-dimensional optical world. G, -G, = G, —=—4+—. (27)
2rw!'w" w W Ww

3.3. Gaussian functions The Fourier transforms of (27) and (26) lead to the conclu-

g:ion that the convolution of two Gaussians is a Gaussian with

As we saw above, both free-flight and lens transformation )
6he sum of widths,

involve complex Gaussians, so we shall proceed now t
gather their relevant properties for intensive use. We shall

— _ / "
write theGaussiarfunction with the notation Gor ¢ G =Goy - w=uw+ (28)
1 —q2 Thus, the concatenation of two free propagations (21) sums
G.(q) = @ /2 Rew > 0, 0, (24 , propag
«(4) V27w ¢ Y= w7 (24) the displacements because the Fresnel propagators (15)-

wherew is a (complex) parameter loosely referred to here aéﬂ) cpnvolute properly on the wavefields. Now, whgn the
the Gaussian'svidth. (Strictly speaking, the width ig/w.) wavefield at a screen is itself a _Gau§5|an bell of Wldth.
The theory of heat diffusion is well served by Gaussian ‘el (Rew > 0), Eq. (28) shows that its width on a screen dis-

functions of real widtho > 0 (proportional tatime), and nor- ~ P1aced byz € Rt will be w(z) = w + iz/k. Similarly, due to
malized such that (27), a Gaussian wavefunction of complex widtffalling on

one side of a thin lens of focal distang¢eurns into another
/ Go(q)dg =1, Rew > 0. (25)  Gaussian of width /w’ = 1/w + izgk. The complex width
R parameter of Gaussians in optics remains thus in the right

Rev. Mex. 5. 48 (6) (2002) 565-574
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)] 3.5. Optical elements act through canonical transforms

C The transformations of two-dimensional monochromatic
d wavefields under the paraxial optical elements of propagation
b (16)—(17) and thin lenses (22), and also the Fourier transform
(14) for wavenumbek, can be written most compactly using
the canonical transfornmoperators ¢, 7] labelled by2 x 2
e a matrices:

(T.0)(q: k) = e’ /w dq' Gipela— ) 0(d's k) (29)

(Lo D) (g k) = ,/%ng@ Ba; )
a )
—le( Ly V)] @ (30)
' ' —("1‘— (F)(g; k dq' e * 99 (¢ k)

k
-
in 0 1/k?\ -
S (P i [PTERIC
b In paraxial geometric optics 4], these operators act on
the classical coordinates of position and momentum
// A\ /I \ q p = sinf ~ 0 of a ray through (inverse) matrix multipli-
p—— — cation:
-1 01 Jiol ,
ceMm): (¢ :Ml(q)7M:<a ) 32
"‘/ A oM ()<p> p ca) B2
C i | / \ // \ | LA q which must be of unit determinaniet M = ad — bec = 1, to
FAR) L L X VM —— satisfy symplecticity (conservation of rays).

unitarily on square-integrable functions of the real lif{@)
through integral transforms, as

7\‘ I W/ /-1 1 \}[ ” \y” \‘ J!O)I In Fourier wave optics, the canonical operato(d1) act
\
\ /I W

(M) f)(q) = /% dg Crala.d) (@), (33)

\/ || characterized by the matrixI. From Egs. (29-31) follows
the generic form of this integral kernel:

|
|
i i with the Moshinsky—Quesne6] integral kernelCn (g, ¢')
|
|
I

C<a b)(q(J')l exp
c d ’ V2mib

e kj q X (2%61'2 - %q q + 2%(12), (34)

__'1 0 1 \/lc’)l where the phase afis understood to béw. This includes
properly the cases (29) and (31), while for the lens (30), the
apparently singular limib — 0 can be evaluated using the
stationary phase method,[11] and shown to be a weak con-

FIGURE 3. Growing, oscillating and bell-Gaussian functions for Vergence to aimagertransform
various values of its width in the complex plane. { o 0
X

1 cq?
¢ 1/a ) f} () = %exp (Z%> f(g) (35)
half-plane. Lastly, note that due to the self-reproducing prop-

erty of Gaussians under Fourier transformation (26), it fol- The parameters, b, c,d may be complex, but absolute
lows that the free propagation and lens operators are Fouriéntegrability demands that Ita/b) > 0. In particular, com-
conjugates of each other. plex Gaussians (24) are canonical transforms of the Dijac
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at the pointy,: Now, in the opposite order for right- and left-triangular
o (a-1:)% /2w matrices, the result again is a Gaussian with a new width
Gulqg—qo) = —— a formal rescaled centef = «qg, and a quadratic phase fac-
2mw tor:
1 —w
= C( > 5%] (q)- (36) 1 —i a 0
Lo (o 77 )t o )afw
3.6. Composition of canonical transforms ,
_ icaqz/Q 1 —iw )
. =vae ° ¢ 0 1 aqgo (C])
A most useful property of the canonical transform operators
and kernels is that they compose as their matrices multiply. ieod?
Namely, when = o eic¥do/? G (g — ago). (40)
M; M, = ( CC” Zl ) ( CCLQ 22 ) We performed the first transform using (35) and rescaled
1 1 2 2

0(q/a — qo) = ad(q — agq,); this is valid even thouglw
aias + bics  arby + byds is complex [for Re¢?) > 0] as can be shown from

= = M2, (37)
ciaz + d1(32 Clbg + dldg

the integral transform kernels satisfg, ] Gulg/e) = aGua(q), (41)

/ dq' Owm, (¢,4") Cwm, (45 4") in the limit whenw — 0. The product of the matrices in
® Egs. (39) and (40) determines then the width and center of
b , . .
_ u( 21 ) Ono (04", (38) the Gaussian emerging at the end of the syftém

b1 b2
with the metaplectic _sigm(w_) € {+1, —1} which is found W= + ib7 o= 1_ . (42)
when the complex integration is deformed carefully]. [ d—icw d —icw

This pu(w) is +1 whenw is in the closure of the first com- _ i ) )
plex quadrant (including the positive real and positive imag-The prop_erUes of Gau§S|ans under canonical transforms will
inary boundaries), and 1 whenw is in the third quadrant be use.d in the next article to c.ompu_te the transformations of
(including negative real and negative imaginary boundaries)>aussian beams under paraxial optical systems.

Canonical integral transforms are a 2:1 cover of the group of

2 x 2 matrices of unit determinant, amépresenthe action ) .

of paraxial optical elements on paraxial wavefields. 4. The free—lens—free configuration

3.7. Canonical transforms of Gaussian functions As we said above, canonical transforms have the fundamen-
tal property of composing as their matrices multiply. If the
Using (36) and (38) we can determine in closed form, anthptical elements are placed along the workbench from left to
with only 2 x 2 matrix algebra, the transformations undergoneright, the corresponding operators must be ordered from right
by the width and center of Gaussian beams under generig |eft. It turns out that one can build a fair variety of opti-

paraxial optical systems. The generic canonical transform ofa| systems with a single thin lens between a plane object at
the Gaussian (36) can be expressed as the kernel (34) through= () and a screen at € R.

[0( “! )Gw(o—qo)} (@)
4.1. FLF imager systems
c a b c 1 —iw 5 _
c d 0 1 4| (@) Two free propagation operators (29) by and z5, on both
. sides of a thin lens (30) of powet are shown in Fig. 4, and
— ( a b—iaw )(q, %) (39) called theF LF configuration. When a forward monochro-
¢ d—icw matic wavefieldy(q; k) (the ‘object’) comes from the left,

|  the wavefield at the screenwill be transformed through

Sulak) = (Tt Tk = e le( 0= e O e(y 2" ) o)

1 0 1
ik(z14+22 1_ + - k "

Rev. Mex. 5. 48 (6) (2002) 565-574



572 R. ORTEGA-MARTINEZ, C. J. ROMAN-MORENO AND A. LEONOR RIVERA

a Fig. 4), the symmetric FLF configuration

"""" e ( 1_—ng 2(21—_ Zj;/k )

............... —k%*sinira  cossma

~
RPN Ay S -
<

l
I f z 1 —2 1
| COS T k™ “sin s
: (i L) o)
1

provides thefractional power —« of the Fourier trans-

FIGURE 4. The free-lens—free configuration between the initial and form [9],
final screen lines; the power of the lens is fixed but the free prop-

agation intervals are variable. The system is an imager between k exp { —i% (% — o mod 2)}
the continuous lines (where the focal condition holds), a Fourier (F® f)(q; k) =
transformer between the dashed lines (where the Fourier condition \/2m| sin %7704

holds), and a fractional Fourier transformer elsewhere.
_ . _ . < | dd 'kQ(l 2 L ) cot L
This one-lens paraxial system will produiceageswvhen /gﬁ ¢ expik”(3(a”+ 7)ot 3ma
the 1-2 matrix element in the right-hand side of (43) is zero, . , ,
because then Eq. (35) shows that the system maps the ob- —99 ¢S€ 3T g4 ) f(d'5 k). (47)
ject f(¢) onto an image~ f(q/a) with at most a quadratic

phase (leading to the same intensity distribution). An imager _Fora = 1, (46)=(47) lead to the usual Fourier transform
satisfies the (45). The canonical transform operators (47) also form a

group: ForFoz = Foataz gndF0 = F4 = 1 (with the

aforementioned phase). For a giventhe F'LF' parameters

1 1 1 . arethery = ksin i andz = (csc gma—cot 37ar)/k > 0;
T both are finite for0 > « > 2, the lower limit is the trivial

focal condition:

identity transform with coincident input and output screens,
C < 1 —]€Z1g . 0 ) , (44)  while the upper limit blows up with: — co. Imaging sys-
9 — 9% tems with finite ¥ LE configurations must have the lower-
triangular form (44). Not all paraxial systems can be con-

where the 1-1 element,= (1—219)"' = 1—-gz2 =d~',is  structed with one-lens arrangements, but they can by con-
the magnificationfactor. When this is negative, the image is catenation of up to three such subsysterg].[

inverted. We choosesymmetrid’ L F' system by demanding

z1 = z, and find from (44) that both the object and image4 3. The Brenner-Lohmann arrangement

lines lie atz = +2f from the lens; this is twice the focal

distance. Brenner and Lohmann 2] proposed the three-dimensional
FLF arrangement shown in Fig. 5 in thez plane it is an
imager while in they— plane it is a Fourier transformer.
As we shall see in the second paper of this series, this ar-
rangement can be used to produce the intensity image of the
Wigner function of a one-dimensional signal.

4.2. Fourier and fractional Fourier transformers

The F LF one-lens configuration is @nverse Fourier trans-

formerwhen the matrix in (43) is antidiagonal, as itisin (31),
i.e, whenl —z;g = 0 = 1— gz5. A Fourier transformer sat- qy
isfies the

Fourier condition:

.1 0 1/kg
z1=20=f = 5, e, C ( kg 0 ) . (45)

The transform is (31) wherk = g¢. This is also a
symmetric FLF configuration where the object and im-
age lines lie at the focal points of the lens: = =+f.

A monochromatic wavefield)(¢; k) at the former becomes
eI/t 2k (F=14))(q; k) at the latter [Eq. (31)]; the phase
2fk comes from free flight over a total distan2¢, which

is in the first factor of the Fresnel propagator (17) and the
canonical transform in (29).

Beside these two distinguished conjugate screens (S&&GURE 5. The Brenner-Lohmann optical system.
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One places two fixed plane screens separatettbpnd,  to obtain the same thin astigmatic lefig,, ,) = /:é”;) £§y).
in the middle, two crossed cylindrical lenses, the imager in Instead of usingt x 4 matrices, we mark the commuting
with focal distancef, = %zo = 1/g, and the Fourier trans- canonical transformations undergone separately in-tlad
former iny with f, = 2, = 1/g, (Sog, = %gm =1/z,). y-directions by separat2 x 2 submatrices. The Brenner-
One can use equivalently an axis-symmetric lens of powetohmann three-dimensional systeg, = 7., L2g.9) 1z,
g = 1/z, glued to anc-cylindrical (the commonest anamor- acts on paraxial monochromatic wavefields and separates in
photic lens element in Figure 5.) lens of the same powgr cartesian coordinates [Egs. (29) and (30)],

I

(SBL&)(q:mq/y;k) = 2z |:C(m) < 1 _01 )C(y) ( —(I)fg 1/;:9 >¢] (vaqy;k)

_ eik/gexp(zékgqi)/ dqe ™ 9 (~ gy, g3 ) (48)
\/Ti/kg w7 !
= eik/g G_i/kg(q:n) (]:o>—>kgqy1/_})(_qem 3 k) (49)

A photographic plate or charge-coupled-device camera does
not measure the complex value of the wavefigigh; &), eik/g G_i/k(¢s) is immaterial to the measurement.

byt onIy its absolute square —the intensity of the wavefield, When the Brenner-Lohmann system is not quite ‘in fo-
l1)(q; k)|?. Thus, the phase contained in the factors cus’, but has extra free displacementsand z, on the two

| sides ofS;, in (49), then it works as

/ k k ik +2z,+
S’ = /T228BL7;1 = 7;0+Z2£(g72g)/fzo+21 =e' (z1+220+22)

C(x) ( —1—gz0 —(21+ 22+ 21229)/k ) 0
« —kg —1— 219 (50)
( —gz2 —z1922/k+1/kg )
0 Cly)
—kg —<19

The action along each coordinate can be understood by de-
composing the real submatrices into their solvable and orand linear terms in the Taylor series as follows:
thogonal factors,

e =/ (1 +922)2 + k2(21 + 22 + 21922)2 = 1 + g2a,

a b 1 0 w0
= k
( c d ) ( -y 1 ) ( 0 pt ) py = S\/g%%k?(lfzm)?/gm g
o cosB RTPsng g | o o . |
k2sing  cosf ) This magnified wavefield is then the object of fractional

Fourier transformation with angles, (to small unfocusing

ith th lvable f further d di he | should correspond small,) and 3, = %w + gfy (small un-
with the solvable factor further decomposed Into the lowers, ing of the Brenner-Lohmann system entafjssmall).
triangular matrix corresponding to a lens (multiplication by -, (52) these Fourier angles are

an oscillating Gaussian factor) and a diagonal matrix that

contains the magnification factor. From elementary algebra, By~ —k(z1 + 22) 8 = k. (53)
we obtain ’ v
) ) A One of the most easiest aberrations to deal with mathe-
— Va2 - k42 sin = k*b/p, ¢ Kb 52 matically is a simple error of focus. But even in this simple
Iz a? + kb2, _ 5 (52) : _
cos 3 = a/p, a pra case, the assumption of the square aperture (rather than a cir-

cular aperture) is needed to keep the mathematics simple.
The leftmost factor in (51) does not modify the intensity in ~ When a focusing error is presented, the center of curva-
the unfocused Brenner-Lohmann system (50). The centralre of a cylindrical wavefront converging toward the image
factor entails magnifications for the andy- components, of an object point-source lies either to the left or to the right
which forsmall z, z; can be approximated by the constant of the image plane 1P].
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5. Conclusions this setup is that it allows the optical implementation of the

Wigner function of a 1D signal, as will be described in the
In this tutorial in paraxial wave optics we have presented th@econd part of this series of educational papers. There, we
use of matrices for modelling different basic optical elementsyjj| define this function, summarize its properties, and ex-
such that a composite system is also represented by a matrijiain the mathematical details of its production from the re-
given by the ordered product of the matrices that describgyts presented here. We will also describe some practical
each of its components. These matrices turn out to be apprespects of the implementation of the setup in the lab, and

priate for the ray-optical description of the system, makingcompare the experimental results with those obtained from
the paraxial connection between ray and wave optics trangpe theory.

parent.
A more general and perhaps more useful anamorphotic
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