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Precise analytic approximation for the modified Bessel functionI1(x)
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Precise analytic approximations have been found for the modified Bessel functionI1(x) of order one. The approximant is simple and with
good accuracy for every positive value of the variablex. The method to obtain the approximant is an improvement of the multipoint quasi-
rational approximation technique, MPQA. This is obtained combining rational functions with elementary auxiliary functions as a bridge
function between the power series and asymptotic expansion.
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1. Introduction

The modified Bessel functions appear very often in Mathe-
matics and Physics [1–5]. There are some approximations for
these Bessel functions using polynomials, but each approxi-
mation is limited to a narrow interval of the variable [1] (p.
378). Here we are interested in the modified Bessel function
I1(x) of the first kind and order one. This is an entire func-
tion with a power series of infinite radius of convergence, but
a lot of terms of this series are usually needed to get good
accuracy for large values ofx. The asymptotic expansion
is also well known, but good only for high values of the in-
dependent variablex. A precise analytic approximation for
the modified Bessel functions is needed, valid for all positive
values of the variablex and simple to calculate. This can
be obtained using rational functions combined with elemen-
tary auxiliary functions in the so called MPQA, multi-point
quasi-rational approximants [6, 7]. The procedure requires
the simultaneous use of power and asymptotic expansions, in
such a way that the approximant constitutes a bridge between
both expansions. This technique is here applied to find a pre-
cise analytic approximant for the modified Bessel function
I1(x). Some improvements to the method have been intro-
duced to determine the approximants toI1(x). In particular
we are selecting the auxiliary functions in such a way that the
power series of the approximants have only odd-powers as in
the case of the original power series ofI1(x). This is one of
the improvements on the form of previous approximants for
Bessel functionsJ(x) published in the past [8, 9]. This way
to obtain new approximations is more efficient and produce
the same accuracy with less parameters. Keeping this idea
in mind, several approximants have been obtained, and here
we are presenting the one with the best accuracy for a given
number of parameters.

The form of the approximant is determined in Sec. 2,
showing the criterion to select the auxiliary functions. The
determination of the parameters is done in Sec. 3, and a dis-

cussion of the relative error is also performed. Finally the last
Section is devoted to the Conclusion.

2. Approximant structure

The power series ofI1(x) is
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and the asymptotic expansion is

I1(x) ∼ ex
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Now an analytic function must be created in such a way
that it is a bridge between both series. Clearly this function
should contain the exponential function, as well as rational
functions as in Pade’s method. However now there is the
important fact that the power series ofI1(x) contains only
odd powers, which means that the auxiliary function should
also contain only odd powers, thus there are two possibili-
tiesx(ex + e−x) or (ex − e−x). Both possibilities have been
considered here, but the best results are obtained for the sec-
ond alternative. The second consideration is in relation with
the fractional powerx−1/2 in the asymptotic expansions. An
auxiliary function must be introduced in the approximant in
such a way that this fractional power should appear at infin-
ity, but not in the region of approximation, which in our case
is the positive real axisx > 0. Furthermore, this auxiliary
function should have only even powers in the power series
around zero. All of these conditions are accomplished by the
function

(
1 + λ2x2

)3/4
, whereλ2 is chosen as a positive
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number. All of these previous considerations are satisfied by
the approximant

Ĩ1(x) =
x cosh x

(1 + λ2x2)3/4
·
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i=0 pix
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This approximant at infinity should be as(2πx)−(1/2)
ex

and thereforepn andqn must be related as

pn =

√
2
π

λ3/2qn. (4)

Now the parameterspi andqi are determined by impos-
ing the condition of the equality between terms of the power
series ofI1(x) andĨ1(x). The number of terms in the power
series ofI1(x) must be2n, if we leave free the choice ofλ.
This is convenient, because in this way only algebraic linear
equations are obtained, and the parameters of the approxima-
tion can be determined analytically.

3. Determination of parameters

Here the approximant

Ĩ1(x) =
x cosh x
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will be considered.
To obtain only linear equations to determine the parame-

tersp0 andq1, it is better to rationalize Eq. (5), and after that
to proceed to equate the coefficients of the series. Thus
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Now we have to get the two first terms of the series for
I1(x),

(
1 + λ2x2

)3/4
andcosh x, and to equate coefficients,

that is
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In this way the parametersp0 andq1 are determined by the
algebraic equations

1
2

= p0;
3
4
λ2 +

1
8

+ q1 =
1
2

+
4λ3/2

√
2π

q1. (8)

The value ofq1 is determined by Eq.(7) giving

q1 =
3
4λ2 − 3

8
4√
2π

λ3/2 − 1
. (9)

FIGURE 1. In this figure, the ordenateq1 is ploted as a function of
λ, showing the region whereq1 is positive.

Since we are interested in an approximant toI1(x) for pos-
itive values ofx, thenq1 must be positive, andλ should be
chosen in such a way that this condition is verified. The crit-
ical values forλ are for the zeros of the numerator and the
denominator ofq1 is zero, thereforeλ must be chosen such
that

0 < λ <
√

0.5 ;
(π

8

)1/3

< λ < ∞. (10)

A graph ofq1 as a function ofλ is shown in Fig. 1.
From this graph, it is clear thatλ should be in one of the

intervals in Eq. (10). The lowest relative error has been found
for λ = 0.2, giving for Ĩ1(x)
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Ĩ1(x) =
x cosh x

2
[
1 + (0.2)2x2

]3/4
· 1 + 0.05744x2

1 + 0.40244x2
, (12)

where in the equation the smallest number of decimals have
been chosen such that the relative error is not modified. The
relative errorsε(x) are calculated by the equation

ε(x) =
|I(x)− Ĩ1(x)|

|I(x)| . (13)

The accuracy of this approximant is high, as it can be also
seen in Fig. 1.
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FIGURE 2. The relative errorε(x) is shown as a function ofx in two different scales. Fig. 2a for0 ≤ x ≤ 100 and Fig. 2b for0 ≤ x ≤ 1000.

FIGURE 3. This figure shown three approximants obtained by different ways explained in the text.

The maximum relative error of this approximant is about
1%, but it is important to point out that the errors for small
and large values ofx are much lower.

In Fig. 2, the relative errors are shown for different values
of λ. The selection ofλ = 0.2 is because for this value there
is a minimum relative error.

It is interesting to point out that there is a second way to
obtain the parametersp0, p1 andq1, which consist in leaving
p0 andp1 as unknown, givingq1 as a function ofp1. In this
way, after equating coefficients in the power series the value
for q1 as a function ofλ is

q1 =
√

π

2
λ−3/2p1 (14)

which is little different from our previous value. This way to
obtain the coefficients of the approximant lead to a slightly
different approximant, and the smallest relative error is for
λ2 = 0.54 , which is a little larger than that determined using
the main method previously described.

In order to clarify the method, in Fig. 3 we have shown
three plots: one for the best valueλ = 0.2 (the smallest rel-
ative error); the case ofλ = 0.4 which is the curve which
is an approximant with any value in the right intervals and
finally the third curve with the method using Eq. (14). In this
case the maximum relative error is larger than the other two
curves.

Rev. Mex. Fis.63 (2017) 130–133



PRECISE ANALYTIC APPROXIMATION FOR THE MODIFIED BESSEL FUNCTIONI1(x) 133

4. Conclusion

A simple and precise approximant has been found for the
modified Bessel functionI1(x) of the first kind and order one.
The approximation found here is very simple and valid for
all positive values of the independent variablex. The method
used here is based in the so called multi-point quasi-rational
approximation (MPQA), which combines series powers and
asymptotic expansions simultaneously, in such a way that the
approximant is like a bridge between both expansions. In
this way, as in Pade’s method, rational functions are used, but
now combined with auxiliary elementary functions as expo-
nentials, trigonometric and fractional powers. Here the calcu-
lation has been carried out for simple approximants with only
three parameters, but approximations with more parameters
can also be determined. Here, the modified Bessel function of
order one has also been considered, but this technique could
be also applied to other Bessel functions of integer order.

Although essentially the MPQA method has been used
here, some improvements have been introduced comparing
with previous papers, in order to improve efficiency in the
approximants by using only auxiliary functions with a con-
venient form as, for instance, power series with only odd-
powers. In this way, a good accuracy has been obtained with
only a low number of parameters.

An analysis is also performed of the best way to choose
the parameterλ which essentially is done by analyzing the
sign of the coefficient of the largest power of the denomina-
tor of the approximant.
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