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In this work, we employ a numerical method to approximate the solutions of a damped, double sine-Gordon equation spatially defined over
a closed and bounded interval of the real line, subject to a harmonic perturbation of the Dirichlet type on one end, and a homogeneous
Neumann condition on the other. The method has schemes to approximate consistently the temporal dynamics of the local energy density
and the total energy of the medium, and the total energy over any finite interval of time and, additionally, it preserves the positivity of the
corresponding energy operators. As an application of this method, we establish numerically that the phenomenon of nonlinear bistability
(which is physically characterized by the coexistence of conducting and insulating regimes) is present in media governed by damped, double
sine-Gordon equations when the systems are driven harmonically at a frequency in the forbidden band-gap. We employ this nonlinear process
in order to accurately propagate localized pulses from the perturbed end to the free boundary. Two different methods for the transmission
of monochromatic waves are employed in this study, and our results demonstrate that an efficient propagation of information is feasible,
indeed.
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Este trabajo hace uso de una técnica nuḿerica para aproximar las soluciones de un modelo amortiguado de doble seno-Gordon definido en
un intervalo cerrado y acotado de números reales, sujeto a perturbaciones armónicas de Dirichlet en el extremo izquierdo, y condiciones
homoǵeneas de Neumann en el derecho. El método incluye integradores para estimar consistentemente la dinámica temporal de la densidad
local de enerǵıa, la enerǵıa total del modelo, ası́ como la enerǵıa acumulada en intervalos finitos de tiempo; además, el ḿetodo respeta la
positividad de los correspondientes operadores de energı́a. Dicha t́ecnica se aplica en la demostración computacional de la presencia del
fenómeno de biestabilidad alineal (el cual se caracteriza fı́sicamente por la coalescencia de regı́menes conductores y aislantes) en medios de-
scritos por ecuaciones amortiguadas de doble seno-Gordon y perturbados armónicamente por una frecuencia en el ancho de banda prohibido.
Este proceso alineal es usado para propagar pulsos localizados del extremo perturbado a la frontera libre. Se proponen dos técnicas para la
propagacíon confiable de ondas monocromáticas; los resultados de este trabajo indican que es posible transmitir la información de manera
eficiente.

Descriptores: Ecuacíon de doble seno-Gordon; simulación computacional; biestabilidad alineal; propagación de ondas; transmisión de
sẽnales.

PACS: 46.15.-x; 02.60.Lj; 46.40.Cd; 05.45.Yv

1. Introduction

The class of nonlinear, hyperbolic partial differential equa-
tions identified as theKlein-Gordon models, is a well-known
family of equations which finds applications in many physi-
cal problems. For example, a damped sine-Gordon equation
appears in the study of long Josephson junctions between
superconductors when dissipative effects are taken into ac-
count [1]. A similar partial differential equation with differ-
ent nonlinear term appears in the study of fluxons in Joseph-
son transmission lines [2]. Meanwhile, a modified Klein-
Gordon equation appears in the statistical mechanics of non-
linear coherent structures such as solitary waves [3,4], assum-
ing the form of a Langevin equation (see [5], pp. 298–309).

Klein-Gordon models have been studied extensively in
the literature [6,7]. Moreover, the Klein-Gordon family has
been a source of many interesting physical applications. For
example, spatially discrete and continuous versions of this
equations have been employed in the modeling of harmonic
oscillators coupled through strings [8-10], in the design of

digital amplifiers and sensors of ultra weak signals [11,12], in
the investigation of Josephson transmission lines [2,13-15],
and in the study of the dynamics of discrete Josehpson junc-
tions coupled via superconducting wires [12]. Moreover, the
spatially discrete version of the Klein-Gordon family in the
form of a double sine-Gordon chain is also a topic of interest
in view of the fact that this model exhibits the presence of
the phenomenon of nonlinear bistability [16], a phenomenon
which is also present in other nonlinear media [10-12].

In the context of electromagnetic theory, the process of
nonlinear bistabilityis characterized by the coalescence of
a conducting and an insulating regimes, particularly in me-
dia which are perturbed sinusoidally at one end at a fre-
quency in the forbidden band-gap. Several physical mod-
els are known to exhibit the presence of the phenomenon
of bistability, some of them being discrete Klein-Gordon
and sine-Gordon systems [8,9], discreteβ-Fermi-Pasta-Ulam
chains [10], Bragg media in the nonlinear Kerr regime [17],
and even spatially continuous, bounded media described by
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undamped sine-Gordon equations [11]. Meanwhile, in the
contexts of nonlinear optics and soliton physics, bistability
refers to the existence of pairs of different soliton solutions
for a common mathematical model under similar parametric
circumstances [18-20].

It is important to mention that the models mentioned
explicitly in the previous paragraph (Klein-Gordon, sine-
Gordon andβ-Fermi-Pasta-Ulam equations) exhibit the pres-
ence of two nonlinear phenomena: Supratransmission and
infratransmission.Nonlinear supratransmissionis a process
characterized by a sudden increase in the amplitude of wave
signals generated by the perturbed boundary, for driving am-
plitudes above a critical value called thesupratransmission
threshold. In fact, it has been established that spatially dis-
crete double sine-Gordon chains do exhibit the presence of
nonlinear supratransmission [9]; moreover, its occurrence
has been predicted numerically in Ref. 16 via an energy-
based computational method with multiple properties of con-
sistency.Nonlinear infratransmission, as opposed to supra-
transmission, consists in a sudden decrease in the amplitude
of wave signals of a medium which is already locked in the
conducting regime, when the driving amplitude is decreased
under a critical value: Theinfratransmission threshold.

In the present work, we show that a medium governed by
a damped, spatially continuous, double sine-Gordon equation
exhibits the presence of both nonlinear supratransmission and
infratransmission. As a corollary, double sine-Gordon media
may exhibit the presence of nonlinear bistability. Our sim-
ulations will be based on an extension for continuous media
of the numerical method presented in Ref. 16. Moreover, the
computational technique employed in our present manuscript
will approximate the dynamics of a general class of nonlin-
ear partial differential equations of the hyperbolic type with
arbitrary potential functions. As expected, the technique will
not only approximate consistently the solutions to the initial-
boundary-value problem under consideration, but it will also
approximate the local energy density, the total energy of the
system, the total energy accumulated throughout time; in ad-
dition, it will preserve the nonnegative character of the local
energy and the total energy operators of the continuous case
scenario. As we will see in this work, the nonlinear phenom-
ena of supratransmission and infratransmission will allow us
to modulate the perturbation on the driving boundary of the
medium under study, in such way that monochromatic waves
will be transmitted into the system in a reliable and accurate
fashion.

In our investigation, we have included the presence of
damping for two main reasons: Firstly, physically realistic
models necessarily reflect the presence of damping in one
way or another. Secondly, even when the process of supra-
transmission is present in several damped or undamped me-
dia [8-12], some of those works show that, once that the
medium has reached the conducting regime, infratransmis-
sion demands the presence of damping in order for the sys-
tem to stop absorbing energy when the driving amplitude de-
creases drastically [11]. As we will see, the process of bista-

bility in our work will be characterized mathematically by the
presence of bilinear soliton solutions for the system under in-
vestigation and, physically, by the coalescence of a conduct-
ing and an insulating regimes.

Our work is sectioned in the following way: In Sec. 2,
we introduce the initial-boundary-value problem that moti-
vates our study, together with the associated local energy
density, the total energy of the system, and the total energy
accumulated over a finite interval of time. Section 3 intro-
duces the numerical method employed to approximate the so-
lution of the problem under investigation. Here, we present
the finite-difference schemes used to approximate the solu-
tion to the problem, the local energy density, the total energy
of the system at any time, and the accumulated energy over
temporal intervals, followed by some remarks on the com-
putational implementation of our technique. Section 4 is de-
voted to show simulations that support the existence of the
process of nonlinear bistability in the problem under study.
In turn, Sec. 5 presents two applications of the phenomenon
of bistability to the propagation of monochromatic waves in
the medium of interest. Here, we show that supratransmis-
sion and infratransmission may be employed in two differ-
ent forms, in order to propagate information in an accurate
and efficient way in media governed by damped, double sine-
Gordon equations. Finally, we close our study with a section
of concluding remarks and directions of further investigation.

2. Preliminaries

2.1. Mathematical model

Let D be a spatial interval of the form [0, L] ⊂ R, and letR+

represent the set of nonnegative real numbers. Lett represent
time, and assume thatu is a function of the ordered pair (x, t),
wherex ∈ D andt ∈ R+. Moreover, letγ be a nonnegative
real number. In this work, we investigate the dynamics of the
initial-boundary-value problem

∂2u

∂t2
− ∂2u

∂x2
+ γ

∂u

∂t
+ G′(u) = 0, (x, t) ∈ D × R+,

s.t.





∂u

∂t
(x, 0) = u(x, 0) = 0, x ∈ D,

u(0, t) = A sin(Ωt), t ≥ 0,
∂u

∂x
(L, t) = 0, t ≥ 0.

(1)

From a physical perspective, it is clear that the constant
γ represents the coefficient of external damping of the sys-
tem. Moreover, for our simulations, we will fix a potential
function of the form

G(u) =
1
6

[2− 2 cos u− cos(2u)] , (2)

whence the double sine-Gordon law

G′(u) =
1
3

[sinu + sin(2u)] (3)
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readily results. A system governed by (1) is, in general, dis-
sipative, and it is not difficult to show that the Hamiltonian
density associated to the conservative version (to be more
precise, when no damping is present) of the nonlinear, hy-
perbolic partial differential equation in (1), is the function
H : D × R+ → R given by

H(x, t) =
1
2

(
∂u

∂t

)2

+
1
2

(
∂u

∂x

)2

+ G(u), (4)

which results from the LagrangianL : D × R+ → R pro-
vided by the expression

L(x, t) =
1
2

(
∂u

∂t

)2

− 1
2

(
∂u

∂x

)2

−G(u). (5)

Here, the dependency ofu on (x, t) is obviated for the sake
of simplicity. The total energy of the system at timet is pro-
vided by the expression

E(t) =

L∫

0

H(x, t) dx. (6)

Meanwhile, for every positive, real numberT , the total en-
ergy accumulated by the system over a finite interval of time
[0, T ] is given by

ET =

T∫

0

E(t)dt. (7)

It is important to notice that the local energy density (4),
the total energy of the medium (6) and the accumulated en-
ergy (7), are all nonnegative operators. Moreover, our physi-
cal model satisfies the following mathematical identity.
Proposition 1. The functionalE(t) associated to the partial
differential equation in(1) satisfies

dE

dt
=

(
∂u

∂t

∂u

∂x

)∣∣∣∣
x=L

x=0

− γ

L∫

0

(
∂u

∂t

)2

dx. (8)

Proof. The proof is straightforward. ¤
Proposition 1 is important for numerical considerations

on the stability and the multi-domain consistency of the
method presented in the following section. Of course, a con-
venient reduction of (8) is readily at hand if we take into ac-
count the Dirichlet datum on the left end ofD, and the ho-
mogeneous Neumann condition imposed on the right. As a
corollary, the energy of (1) is preserved throughout time in
the undamped scenario when either fixed Dirichlet boundary
data or homogeneous Neumann boundary conditions are im-
posed.
Remark 2. The multiplicative constant1/3 in the expres-
sions of (2) and (3) has been included for the sake of conve-
nience. As we will show in the next step of our study, the in-
clusion of such constant yields a normalized expression of the
forbidden band-gap region associated to the linear mode solu-
tions of the linearized form of the partial differential equation
in (1). ¤

FIGURE 1. Forward-difference stencil for the approximation to the
solution of the initial-boundary-value problem (1) at timetk, using
the numerical method (19). The black circles represent known ap-
proximations to the actual solutions at the timestk−1 andtk, and
the crosses denote the unknown approximations at the timetk+1.

2.2. Forbidden band-gap

Let γ be equal to zero. Linearizing the partial differential
equation of (1), we obtain the equation

∂2u

∂t2
− ∂2u

∂x2
+ u = 0, (x, t) ∈ D × R+. (9)

We consider linear mode solutions of (9) of the form
u(x, t) = A0e

i(kx−ωt), where the wave frequencyω depends
on the wave numberk. A straight-forward substitution yields
the linear dispersion relation

ω2(k) = k2 + 1. (10)

In the investigation of the nonlinear processes of supratrans-
mission and infratransmission below, we will restrict our at-
tention to the forbidden band-gap regionΩ < 1 associated
to (10).

3. Computational technique

3.1. Finite-difference scheme

Suppose thatT is a positive real number. Let0 = x0 < x1 <
. . . < xN = L be a regular partition of the spatial intervalD
with norm equal to∆x, and let0 = t0 < t1 < . . . < tM = T
be a regular partition of the temporal interval[0, T ] with norm
equal to∆t (obviously,∆x = (b − a)/N and∆t = T/M ).
For everyk = 0, 1, . . . ,M and everyn = 0, 1, . . . , N , let

φk = A sin(Ωtk), (11)

and letuk
n be the approximation provided by the method to

the actual solution of the problem (1) at the pointxn and the
time tk, that is, assume thatuk

n ≈ u(xn, tk).
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FIGURE 2. Approximate solution and approximate local energy density of the undamped, initial-boundary-value problem (1) at time500 for
the double sine-Gordon potential (2), spatially defined on [0, 4], harmonically perturbed at the boundary at a frequency equal to0.7, and two
different driving amplitudes:1.32 (left column) and1.33 (right column). The top row presents the simulations corresponding to the solution
of the problem, while the bottom row provides the numerical results corresponding to the local energy density. The total energy accumulated
over the period of time is equal to534.14 for A = 1.32, and1719.7 for A = 1.33.

We introduce the standard, linear operators

δtu
k
n =

uk+1
n − uk

n

∆t
, (12)

δ
(1)
t uk

n =
uk+1

n − uk−1
n

2∆t
, (13)

δ
(2)
t uk

n =
uk+1

n − 2uk
n + uk−1

n

(∆t)2
, (14)

which are used to approximate the first-order partial deriva-
tive of u with respect tot in the first two cases, and the
second-order partial derivative ofu with respect tot in the
last. We also employ the linear operator

δ(2)
x uk

n =
uk

n+1 − 2uk
n + uk

n−1

(∆x)2
, (15)

in order to approximate the second-order partial derivative of
u with respect tox, with a consistency of the second order in

space. Evidently, the operator (12) is a first-order, temporal
approximation of the partial derivative ofu with respect tot
at (xn, tk), and (13) is a second-order estimate of the same
value. Meanwhile, (14) is an approximation of the second-
order partial derivative ofu with respect tot, with a consis-
tency of the second order in time.

Likewise, we introduce the temporal average operator

µ
(1)
t uk

n =
1
2

(
uk+1

n + uk−1
n

)
, (16)

which is consistent of the second order in time with the exact
value ofu at (xn, tk). We also introduce the discrete deriva-
tive of G with respect tou and the time average ofG at u,
respectively, as the discrete operators

δ(1)
u G(uk

n) =
G(uk+1

n )−G(uk−1
n )

uk+1
n − uk−1

n

, (17)

µtG(uk
n) =

G(uk+1
n ) + G(uk

n)
2

. (18)
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FIGURE 3. Dynamics of the approximate solution and the approximate local energy density of the undamped, initial-boundary-value prob-
lem (1) atx = 4 with double sine-Gordon potential (2), harmonically perturbed at the boundary at a frequency equal to0.7, and two different
driving amplitudes:1.32 (left column) and1.33 (right column). The top row presents the simulations corresponding to the solution of the
problem, while the bottom row provides the numerical results corresponding to the local energy density. The problem is spatially defined on
the interval [0, 4], and temporally on [0, 1000]

Under these circumstances, the numerical method used in
this work to approximate the solution to the initial-boundary-
value problem (1) is given by

δ
(2)
t uk

n − µ
(1)
t δ(2)

x uk
n + γδ

(1)
t uk

n + δ(1)
u G(uk

n) = 0,




u0
n = u1

n = 0, n = 0, 1, . . . , N,
uk

0 = φk, k = 0, 1, . . . , M,
uk

N − uk
N−1 = 0, k = 0, 1, . . . , M ;

(19)

its forward-difference stencil is presented in Fig. 1. The dis-
cretized version of the energy density functional (4) is pro-
vided by the discrete operator

Hk
n=

1
2


(

δtu
k
n

)2
+

n∑

j=n−1

k+1∑

l=k

(
δxul

j

)2

4


 +µtG(uk

n), (20)

and the total energy of the system at timetk is approximated
by the expression

Ek =
N−1∑
n=1

Hk
n ∆x +

1
2

k+1∑

l=k

(
δxul

0

)2

4
∆x. (21)

Evidently, the total energy of the system accumulated over
the temporal interval [0, T ] will be approximated by

ÊT =
M∑

k=1

Ek∆t. (22)

From a computational point of view, the finite-difference
method (19) provides approximations to the solutions of the
partial differential equation in (1) which, in the linear regime,
are consistent estimations of orderO((∆t)2 + (∆x)2). Ad-
ditionally, it is clear that the discrete operators (20) and (21)
yield consistent approximations of the first order to (4)
and (6), respectively.

The following is the discrete version of Proposition 1. It
shows that the consistency of our method is also preserved
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FIGURE 4. Graph of the accumulated total energy over the tempo-
ral interval [0, 300] versus driving amplitude, of a system governed
by problem (1) on the spatial domain [0, 4]. The driving frequency
is equal to0.7, the potential functionG is provided by (2), the driv-
ing amplitude takes on values in [1, 1.5], and four different damp-
ing coefficients were employed, namely,0 (solid),0.005 (dashed),
0.01 (dotted) and0.015 (dashed-dotted).

on the grounds of the energy domain when the medium is
conservative.
Proposition 3. Consider the finite-difference scheme(19),
with local energy given by(20),and total energy(21). Then,
the following identity is satisfied at the(k − 1)st time-step:

δtE
k−1=−

(
µ

(1)
t δxuk

0

) (
δ
(1)
t uk

0

)
−γ

N−1∑
n=1

(
δ
(1)
t uk

n

)2

(23)

Proof The proof is a direct consequence of mere, algebraic
manipulations of the expressions (19), (20) and (21).

FIGURE 5. Graph of the accumulated total energy over the tem-
poral interval [0, 300] versus driving amplitude, of an undamped
system governed by problem (1) on the spatial domain [0, L]. The
driving frequency is equal to0.7, the potential functionG is pro-
vided by (2), and four different lengthsL were employed, namely,4
(solid),4.5 (dashed),5 (dotted) and7 (dashed-dotted). The driving
amplitude takes on values in [1, 2].

3.2. Computational remarks

Throughout this section, we follow the nomenclature em-
ployed in the previous stage.

To start off, it is important to point out that the local en-
ergy function given by (4) is nonnegative for the double sine-
Gordon regime investigated here; evidently, its discrete coun-
terpart, namely, the operator (20), is likewise nonnegative. It
follows that the total energy of the medium as given by (6),
as well as the discrete total energy (21), are both nonnegative
at any time. Moreover, the total energy of the medium over
finite periods of time (7), along with its discrete approxima-
tion (22), are also nonnegative functionals.

On the other hand, the finite-difference scheme (19) is
nonlinear and implicit whenG is not a constant function, as
it is the case with the double sine-Gordon chain. Thus, in
order to approximate the solution of the regime (1) at time
tk+1 when the approximations at timestk and tk−1 are at
hand, we employ Newton’s method for nonlinear systems of
equations. More accurately, for everyk ∈ {0, 1, . . . ,M}, let
uk = (uk

0 , uk
1 , . . . , uk

N ). Let fn be the left-hand side of the
nth difference equation of (19), that is, let

fn(uk)=δ
(2)
t uk

n−µ
(1)
t δ(2)

x uk
n+γδ

(1)
t uk

n+δ(1)
u G(uk

n), (24)

for everyn ∈ {1, . . . , N − 1}. Additionally, let

f0(uk) = uk
0 − φk, (25)

fN (uk) = uk
N − uk

N−1, (26)

and let f = (f0, f1, . . . , fN ). Using a recursive process,
assume that the vectorsuk anduk−1 have been previously
computed. One readily checks that

uk+1 = uk − y, (27)

wherey is the(N + 1)-dimensional, real vector which satis-
fies the matrix equation

J(uk)y = −f(uk). (28)

Evidently, the matrixJ is the Jacobian matrix off , which
is given by

J(uk) =




1 0 0 0 · · · 0 0 0
a d1 a 0 · · · 0 0 0
0 a d2 a · · · 0 0 0
...

...
...

...
. ..

...
...

...
0 0 0 0 · · · a dN−1 a
0 0 0 0 · · · 0 −1 1




.

(29)
Here

a = − 1
2(∆x)2

, (30)

dn =
1

(∆t)2
+

1
(∆x)2

+
γ

2∆t
(31)

+

(
uk+1

n − uk−1
n

)
G′(uk+1

n ) + G(uk−1
n )−G(uk+1

n )
(
uk+1

n − uk−1
n

)2 ,
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FIGURE 6. Graph (a) shows the accumulated total energyE = E300 over the temporal interval [0, 300] versus driving frequency and driving
amplitude of a system governed by (1) spatially defined on [0, 4], with constant damping coefficient equal to0.005 and potential function
provided by (2). The right column shows the corresponding check-plot graph. In both instances, the driving frequency and the driving
amplitude take on values in the intervals [0.6, 1] and [0, 2], respectively.

for everyn ∈ {1, . . . , N − 1}. The tridiagonal system (28)
is solved then employing Crout’s reduction technique with
pivoting [21], in order to reduce the computer propagation of
rounding errors.

4. Nonlinear bistability

Throughout this section, we study the system (1) for the dou-
ble sine-Gordon potential (2). It is known that the spatially
discrete version of this model presents the phenomenon of
nonlinear supratransmission [9], for driving frequencies in
the forbidden band-gap regionΩ < 1. In the present stage,
we follow a standard methodology (see [8]) in order to estab-
lish that this process is also present in the spatially continuous
problem (1).

4.1. Supratransmission

Consider the undamped form of the initial-boundary-value
problem (1), spatially defined on [0,4], and fix a driving fre-
quency equal to0.7. Two driving amplitudes are consid-
ered, namely, 1.32 and 1.33. Under these circumstances, the
top row of Fig. 2 presents the solution of our problem for
A = 1.32 (left) andA = 1.33 (right), at time500. Seem-
ingly, there is a qualitative difference in both simulations:
while the smaller amplitude does not result in the propaga-
tion of wave fronts into the medium, the greater amplitude
does. To confirm this observation, the bottom row of Fig. 2
presents the energy density of the problem at time 500, for
the two driving amplitudes considered. The left graph shows
the local energy density corresponding toA = 1.32 and,
compared to the right graph (which corresponds to a driving
amplitude equal to 1.33), it is relatively smaller. This com-
parison evidently shows a difference between the qualitative
behavior of the dynamics of the system around the critical
amplitudeA = 1.32. Moreover, the total energy over the

temporal period [0,500] for the smaller amplitude is equal to
534.14, while the accumulated energy in the second case is
equal to 1719.7.

In order to confirm the presence of the process of non-
linear supratransmission in the medium under investigation,
we have computed the temporal behavior of the solution and
the local energy aroundx = 4, for the system described in
the previous paragraph. The dynamics of the solution at this
point is presented as the top row of Fig. 3 for the two ampli-
tudes considered before, over the temporal interval [0,1000].
The solution forA = 1.32 (left column) oscillates relatively
close to the value of 0, while the solution corresponding to
A = 1.33 (right column) exhibits oscillations of higher am-
plitude after the timet = 250. This drastic change in the
behavior of the medium is also found in the domain of the lo-
cal energy, as the bottom row of the same graph shows. The
presence of the process of nonlinear supratransmission is thus
suggested by our computations, and we will corroborate it in
the next calculations following a standard methodology [16].

Remark 4. Before we proceed to present more numerical
evidence in favor of the presence of the process of nonlinear
supratransmission in (1), we must point out that the soliton
solutions depicted in Fig. 2(a) and (b) move from the driv-
ing boundary to the right at approximately the same constant
speed. When the system is in the insulating regime, the wave
moves as a pulse with low (though non-constant) amplitude;
meanwhile, the wave is a moving breather with higher (non-
constant) amplitude when the medium is locked in the con-
ducting regime. The pattern shown in the figure is repeated at
relatively regular intervals of time, that is, localized nonlinear
modes are created at approximately fixed temporal periods.
These assertions are also true in the case when damping is
present; however, in this situation, the amplitude of the wave
signals decreases as the solitons move away from the origin.
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FIGURE 7. Graph of critical amplitude at which supratransmission
starts versus driving frequency, of a system governed by (1) spa-
tially defined on [0, 4], with constant damping coefficient equal to
0.005 and potential function provided by (2). The graph was ob-
tained using the information presented in Fig. 6. Here, the driving
frequency and the driving amplitude take on values in the intervals
[0.6, 1] and [0, 2], respectively.

Let us consider again the initial-boundary-value prob-
lem (1) spatially defined on the interval [0,4], subject to a
driving frequency equal to0.7. We approximate now the to-
tal energy accumulated over the temporal interval [0,300], for
several damping coefficients and several driving amplitudes.
The results are presented as Fig. 4, for values of the driving
amplitude within [1,1.5], and values ofγ equal to0, 0.005,
0.01 and0.015. In each case, an abrupt increase in the en-
ergy absorbed by the system through the driving boundary is
observed above some critical valueAs which depends onγ.

Naturally, it is important to check the presence and the
behavior of the critical amplitudeAs for different interval
lengths. So, consider the medium (1) with no damping, sub-
ject to a driving frequency of0.7 on the left end of the spatial
interval [0,L], and compute the total energy over the temporal
interval [0,300], for driving amplitudes in the set [1,2]. Under
these conditions, Fig. 5 presents the amplitude-dependence
of the total energy accumulated by the medium over the given
temporal period, for various values ofL, namely, 4, 4.5, 5
and 7. In these four cases, the system exhibits the presence
of the phenomenon of nonlinear supratransmission. More-
over, our simulations indicate that the critical amplitude at
which supratransmission occurs tends to a fixed real number
around 1.83 asL is increased.

We have conducted computational experiments in order
to establish the existence of a critical amplitudeAs at which
supratransmission starts, for several driving frequencies in
the forbidden band-gap regionΩ < 1. To that effect, we fixed
regular partitions of the frequency interval [0.6,1] and the am-
plitude interval [0,2] and, for each such frequency and ampli-
tude, we computed the accumulated energy over the temporal
interval [0,300]. The results of our simulations are summa-
rized in Fig. 6(a) as a graph of total energy over the given
period of time versus driving frequency and driving ampli-

FIGURE 8. Graph of the total energy accumulated over a temporal
period of length500 versus driving amplitude, of a medium gov-
erned by (1) spatially defined on [0, 4], with damping coefficient
equal to0.005 and driving frequency equal to0.7. The portion of
the graph corresponding to the arrows pointing right represents the
energy of a medium which was initially at rest with initial driving
amplitude equal to0, while the arrows pointing left correspond to
a system whose initial conditions are those of a conducting regime
with initial driving amplitude equal to the supratransmission thresh-
old. The driving amplitudes take on values in the interval [0, 1.5].

tude and as an interpolated check-plot graph in Fig. 6(b), for
a system governed by (1) with damping coefficient equal to
0.005, spatially defined on [0,4]. The result shows that the ac-
cumulated energy blows up above a critical driving amplitude
which depends on the driving frequency. This phenomenon is
identified asnonlinear supratransmission, and its occurrence
is prescribed in Fig. 7 for the system under study, as a bifur-
cation diagram of the critical amplitude at which nonlinear
supratransmission occurs versus driving frequency.

Remarks 5.

(a) Observe that the results presented so far correspond to
an idealistic system in which damping is not present.
In a more realistic situation, the value of the parameter
γ is not equal to zero and, as we shall see in the next
sections, the phenomenon of nonlinear supratransmis-
sion is also present in such cases. However, we deemed
convenient to include this preliminary approach in or-
der to show that supratransmission is not exclusive of
damped, double sine-Gordon chains.

(b) Also, we must point out that we have detected the pres-
ence of supratransmission in relatively long arrays gov-
erned by (1). As far as the author knows, this fact
has not been established analytically for double sine-
Gordon equations. However, the presence of this non-
linear process has been proved in the (bounded or semi-
unbounded) undamped Frenkel-Kontorova model, us-
ing the fact that the limiting medium becomes the
classical sine-Gordon equation [11,12]. Similarly, the
process has been analytically predicted and approxi-
mated in the undamped, classicalβ-Fermi-Pasta-Ulam
chain [10].
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FIGURE 9. Check-plot graph of the total energy accumulated over
a temporal period of500 versus driving frequency and driving am-
plitude of a system governed by (1) spatially defined on [0, 4], with
constant damping coefficient equal to0.005 and potential function
provided by (2). The these results represent the sum of the check-
plot in Fig. 6, and the corresponding infratransmission curve plot-
ted in Fig. 8, now for several driving frequencies in the interval
[0.6, 1] and amplitudes in the set [0, 2].

4.2. Infratransmission

We want to establish now the presence of the process of in-
fratransmission in (1). To that effect, we consider a medium
which has already reached the conducting regime. More con-
cretely, we study a system governed by (1) spatially defined
on the interval [0,4], with potential function (2) and damping
coefficient equal to0.005. A driving frequency equal to0.7
is fixed, for which the supratransmission threshold is equal
to 1.35. The driving amplitude is varied in the interval [0,1.5]
and, for each such value, the total energy accumulated over a
period of time of500 is recorded, until the supratransmission
threshold is found. Next, taking as initial conditions those
of a system which is already in a conducting state with driv-
ing amplitude equal to the supratransmission threshold, we
slowly decrease the value of the amplitude and, for each am-
plitude value, we record the total energy of the system over a
temporal period of500, until the medium locks itself into an
insulating regime.

The results of our simulations are presented as a hys-
teresis diagram in Fig. 8, where the direction of the arrows
indicates the direction of increase or decrease of the ampli-
tude. The results evidence the existence of the infratrans-
mission threshold and, ultimately, of a bistable regime in the
double sine-Gordon system. In this graph, the infratrans-
mission threshold is approximately equal to0.19, while the
supratransmission threshold is approximately equal to1.36, a
value which is in good qualitative agreement with the results
displayed in Fig. 4.

We must declare that we have performed more simula-
tions for different values of the parametersγ and Ω (with
0 ≤ γ ¿ 1 andΩ in the forbidden band-gap), and that we
have found the presence of nonlinear bistability in all of them.

The results of our computations for a damping coefficient
equal to0.005 are presented in Fig. 9 in the form of a check-
plot graph of total energy over the temporal interval [0,300]
versus driving amplitude and driving frequency, following
the methodology employed to obtain theinfratransmission
functionin Fig. 8, that is, the function which has associated
arrows pointing left. More accurately, we added the function
pictured in Fig. 6(b) and the corresponding infratransmis-
sion check-plot (not pictured here for the sake of briefness),
the result being Fig. 9. As a consequence, an important
conclusion of this investigation is the discovery of the non-
linear processes of supratransmission and infratransmission
and, ultimately, the presence of a nonlinear bistable regime
in the(1 + 1)-dimensional, double sine-Gordon equation.

5. Wave propagation
Let Ω be a frequency in the forbidden band-gap region of (1).
Fix a particular value of the damping coefficient and, for
each fixed pair of parameters(Ω, γ), let Ai andAs be, re-
spectively, the infratransmission and the supratransmission
thresholds of the medium. Evidently,Ai < As. The pur-
pose of this section is to show that two different perturbation
techniques based on the modulation of the driving amplitude
of (1) may be used to transmit binary information from the
left boundary ofD to the right end.

5.1. First method

Fix a spatial domainD, and letn be a positive integer num-
ber. Assume thatb = (b1, . . . , bn) is a finite sequence of
length n consisting of zeros and ones, and letb0 be equal
to 0. We will modulate the amplitude of the harmonic per-
turbation on the left boundary ofD, in order to transmit the
binary information contained inb to the free boundary. So,
let P be a positive, real number which physically represents
the period during which a binary bit will be generated at the
perturbed boundary and propagated into the medium. For our
simulationsP will be relatively much greater than100.

For every integer numberj, letIj be the interval [j−1, j].
Let Bj = (1 − bj)Ai + bjAs, for everyj ∈ {0, 1, . . . , n}.
We consider a system governed by (1), with time normalized
with respect to the value ofP . The initial instant of time will
be reset to−1 for practical purposes. The amplitudeA(t) of
the perturbation at the left end ofD is linearly increased from
0 to the valueAi during the first100/P units of the interval
I0; for the rest of this temporal interval, the amplitude will be
constant and equal toAi. Recursively, assume that the driv-
ing function has been defined in the intervalIj−1, for some
j ∈ {1, . . . , n}. We linearly change the value ofA(t) from
Bj−1 to Bj during the first100/P units of time ofIj , and
we letA(t) be equal toBj for the rest of the values oft ∈ Ij .
More precisely, we let

A(t) =





inf
{

PB0

100
(t + 1), B0

}
, t ∈ I0,

mid (Bj−1, Aj(t), Bj), t ∈ Ij ,
(32)
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FIGURE 10. (a) Graph of the solutionu at the pointx = 5 of a system governed by (1) versus normalized time, with a damping coefficient
equal to0.01 and spatially defined in the interval [0, 5]. The driving frequency is equal to0.7, and the potential functionG is provided by (2).
The approximate critical thresholds areAi = 0.22 andAs = 1.98. The driving amplitude function is provided by (32) as a consequence of
transmitting the binary sequence (35), with a period of normalizationP = 2000. The inset is the corresponding graph of the local energy
densityH nearx = 5 versus normalized time. (b) Partial graph of the corresponding functionA versus normalized timet, as given by (32).

whereAj : Ij → R is given by

Aj(t) = Bj−1 + P

(
Bj −Bj−1

100

)
(t− j + 1) (33)

and, for everyx, y, z ∈ R, the functionmid : R3 → R as-
signs the value in the middle of the set{x, y, z} when these
numbers are arranged in ascending (alternatively, descend-
ing) order, that is,

mid(x, y, z) = inf{sup{x, y}, sup{x, z}, sup{y, z}}. (34)

Example 6. Let us consider a spatial domainD of length5,
and use a damping coefficient equal to0.01, for which the
nonlinear infratransmission and supratransmission thresholds
are approximately equal to0.22 and1.98, respectively. We
fix the periodP equal to2000, and consider the binary se-
quence

b = (1, 0, 1, 1, 1, 0, 0, 1, 0, 1, 1, 0, 1, 1, 1, 0, 1, 0, 0, 1) (35)

With this conventions, Fig. 10(a) presents the dynamics of
the solution of (1) atx = 5 with respect to the normalized
time. Our results show that the periods when a bit equal to1
is propagated into the medium correspond to perturbations of
high amplitude at the left end of the spatial domainD; mean-
while, bits equal to0 are reflected in the right end ofD as per-
turbations of much smaller amplitude. This behavior is also
seen in the domain of the local energy density near the point
of interest, as the inset of Fig. 10(a) reveals. ¤

For illustration purposes, Fig. 10(b) shows a partial plot
of the driving amplitude functionA in (32) corresponding to
the vector (35), versus the time normalized with respect toP .
Particularly, it is interesting to notice that, in each intervalIj ,
the set[j − 1, j − 1 + 100/P ] is employed to linearly adjust
the value of the driving amplitude of the system.

5.2. Second method

Assume again that the binary sequenceb = (b1, . . . , bn) is
going to be transmitted from the left end ofD to the free
boundary, letP be again the period of time during which a
single bit will be generated by the harmonically perturbed
end, and letb0 be equal to zero. Letε andλ be two relatively
small, positive real numbers, and consider the time normal-
ized with respect toP . In this stage of our study, we will
impose Dirichlet boundary conditions of the form

u(0, t) = [I(t) + S(t)] cos(Ωt) (36)

on the left end of the intervalD, where

I(t) =
1
2

[(As −Ai) sin(λt) + Ai + As] (37)

and

S(t) = ε

n∑

j=1

bjχIj (t). (38)

Here,Ij represents the temporal interval[j − 1, j) for each
integer numberj. Additionally, for every setA ⊆ R, the
function χA : R → R is thecharacteristic functionon A,
which is equal to1 in A, and zero otherwise.

The functionI(t) is called theseed, while the function
S(t) is called thesignal. Clearly, if a bit equal to1 ap-
pears in thejth position of the binary sequenceb, with
j ∈ {1, . . . , n}, thenS is a constant function equal toε over
the temporal periodIj . On the other hand, ifbj is equal to
zero, thenS is identically equal to zero in that set. Also, we
must mention that, in order to avoid the creation of shock
waves around the initial timet = −1, we simulate an ini-
tial period of normalized timeI0 during which the function
I(t)+S(t) in (36) is multiplied by a coefficient which slowly
and linearly increases from0 to 1.
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FIGURE 11. (a) Graph of the solutionu at the pointx = 5 of a system governed by (1) versus normalized time, with damping coefficient
equal to0.01 and spatially defined in the interval [0, 5]. The driving frequency is equal to0.7, and the potential functionG is provided
by (2). The approximate critical thresholds employed areAi = 0.18 andAs = 1.973. The Dirichlet condition is provided by (36) as a
consequence of transmitting the binary sequence (35), with a period of normalizationP = 4000, λ = 0.005 andε = 0.02. The inset is the
corresponding graph of the local energy densityH nearx = 5 versus normalized time. (b) Partial graph of the associated functionsS andI
versus normalized timet, as given by (37) and (38), respectively.

Remarks 7.

(a) Clearly, the seed represents a sinusoidal function
which oscillates between the approximate infratrans-
mission and supratransmission thresholds of the sys-
tem.

(b) From a pragmatic perspective, the physical model (1)
perturbed by the function (36) describes the temporal
dynamics of a digital amplifier in which all the pertur-
bations to be detected have the same amplitudeε, and
are provided mathematically in the expression of the
signalS.

(c) If one omitsI(t), the amplitude of the sinusoidal func-
tion (36) will be bounded within[−ε, ε], a condition
which does not even guarantee that the system will
reach the excited regime at some point.

Remarks 8.Several considerations need to be made in order
for (1) to work properly as a digital amplifier:

C1 The approximate critical valuesAi and As must be
slightly less than the exact thresholds of the system,
which we denote here byA∗i and A∗s, respectively.
More precisely,

0 < max{A∗i −Ai, A
∗
s −As} < ε. (39)

C2 In order for the system to modulate to the excited state,
the length of each temporal intervalIj must be greater
than the period of time that it takes for a localized non-
linear mode to be generated at the perturbed boundary.

C3 Additionally, each intervalIj must be sufficiently long
in order for the system to be able to settle down into a
non-excited regime.

C4 The wave length of the seed must be such that the func-
tion I(t)+ε−A∗s be positive in temporal intervals suf-
ficiently long in order to reach the supratransmission
regime.

C5 Finally, the functionA∗i − I(t) must be positive in in-
tervals sufficiently long in order for the system to lock
into the insulating regime.

Evidently, conditionsC2 andC4 guarantee that the bit
transition from0 to 1 will result in the propagation of lo-
calized nonlinear modes into the system. In turn,C3 and
C5 will cause the system to lock into a non-excited regime.
These considerations are observed in the following example.

Example 9.Let P be equal to4000, and letλ andε be equal
to 0.005 and 0.02, respectively. Fix the value ofΩ equal
to 0.7, letL be equal to5, and consider a damping coefficient
equal to0.01, so that the approximate values of the infratrans-
mission and the supratransmission thresholds areAi = 0.18
andAs = 1.973, respectively. We intend to transmit the bi-
nary sequence (35) from the left end of the spatial intervalD
to the right boundary by using the modulation function (36).
The results of our simulations are displayed in Fig. 11(a),
which shows the dynamical behavior of the solution at the
right end ofD, while the inset gives the corresponding graph
of the local energy density. Evidently, the periods when a bit
equal to1 is transmitted correspond to temporal intervals of
high activity in both domains, around the right boundary of
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D, while the periods for bits equal to0 correspond to periods
of low activity.

For illustration purposes, Fig. 11(b) presents the graphs
of the functionsS and I for the first 6 periods of normal-
ized time associated to the transmission of the binary se-
quence (35). One notices that the step functionS is iden-
tically equal to zero during those periods associated to bits
equal to0, and it is equal toε otherwise.

6. Conclusion

In this work, we established that a controlled propagation
of localized modes in a sinusoidally perturbed, nonlinear
medium governed by a double sine-Gordon equation with
damping, is indeed feasible. In fact, we have established
that binary information may be transmitted in a reliable way
from one end of the spatial domain to the other, by modulat-
ing the amplitude of the transmitting end which, by the way,
irradiates at a frequency in the forbidden band-gap. More
concretely, we showed that our physical model exhibits the
presence of the phenomena of nonlinear supratransmission
and nonlinear infratransmission, and that the amplitude of the
driving end may be modulated between the supratransmis-
sion and the infratransmission thresholds in order to transmit
localized waves from the driving boundary.

As part of our study, we established the co-existence of
a conducting and an insulating regimes in the double sine-
Gordon model investigated. This discovery is in perfect
agreement with similar qualitative results on discrete or con-
tinuous sine- and Klein-Gordon systems [8,11,12], andβ-
Fermi-Pasta-Ulam lattices [10]. The phenomenon is identi-

fied as the process of nonlinear bistability, which is a non-
linear phenomenon inherent to sine-Gordon, Klein-Gordon
andβ-Fermi-Pasta-Ulam regimes. We built hysteresis dia-
grams to evidence the presence of this process in our model
and, moreover, we drew check-plot graphs and bifurcation di-
agrams to prescribe the occurrence of the nonlinear processes
of supratransmission and infratransmission.

It must be mentioned in this point that our results rely on
a numerical technique, in view that there is no general analyt-
ical apparatus to calculate the exact solutions of the problem
under investigation. Our computational method, however,
provides consistent approximations to the solutions of the hy-
perbolic partial differential equation studied in this work, and
includes schemes to approximate the local energy density and
the total energy of the system at any time, as well as a scheme
to approximate the total energy accumulated by the medium
over finite, temporal periods. Moreover, for a conservative
system governed by (1), the computational technique is like-
wise conservative. This fact makes the method an ideal tool
in the investigation of nonlinear supratransmission, which is
better characterized in the energy domain.
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