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Operator folding and matrix product states in linearly-coupled bosonic arrays
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A protocol to obtain the matrix product state representation of a class of boson states is introduced. The proposal is presented in the context
of linear systems and is tested by performing simulations of a reference model. The method can be applied regardless of the details of the
coupling among modes and can be used to extract the most significant contribution of the tensorial representation. Characteristic issues as
well as potential variants of the proposed protocol are discussed.
Se introduce una técnica para obtener la representación en t́erminos de productos de matrices de una clase de estados bosónicos. La t́ecnica
se presenta en el contexto de sistemas lineales y se verifica realizando simulaciones de un sistema conocido. Este método se puede aplicar
independientemente del tipo de acoplamiento entre modos y se puede usar para extraer la parte mas significativa de la representación tensorial
del estado. Se discuten tando las caracterı́sticas mas importantes como las posibles extensiones de la propuesta.
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1. Introduction

The realization that quantum states can be written in terms of
a tensor network whose elements display interesting proper-
ties has prompted a wealth of research in what is nowadays
known as the field of Matrix Product State (MPS) [1–3]. Al-
though the properties of MPS can be exploited in a variety of
ways, it is Time Evolving Block Decimation (TEBD) [4, 5]
and Density Matrix Renormalization Group (DMRG) [6, 7],
together with their variants, that have proved highly robust
and appropriate in most situations of interest. However, other
methods have also been proposed, for example, in the area
of infinite chains, where the calculation of local mean val-
ues can be formulated in terms of bundled tensor networks,
or in the area of Gaussian states, where the MPS network is
obtained as projections of highly entangled states [8]. MPS
offers a view that is particularly convenient in variational ap-
proaches, where some physical state is obtained by renormal-
izing a tensor network. This has led to an interest in classes
of states that can be efficiently simulated [9]. Notwithstand-
ing its recurrent use in spin models, the relevance of MPS is
especially notorious in bosonic systems. In this context, the
application of TEBD has allowed the numerical exploration
of boson chains under different conditions [10–14] revealing
phases and regimes with very interesting properties.

Perhaps the most elementary way of representing a quan-
tum state is as a set of complex coefficients derived by writing
such a state as a superposition of elements of a basis. In what
respects to indistinguishable particles, the basis is constituted
by occupation states upon which ladder operators can raise
or lower the associated number of particles. Because any of
these states can be put in terms of ladder operators acting on
the vacuum, it is possible to envisage a representation relative
to such operators. This approach is practical, for example,
when the symmetries of the problem allow an advantageous
handling of the Heisenberg equations [15]. This is seen in

linear systems where the underlying physics is driven by in-
terference and single body (SB) effects. These systems are
quite recurrent, not only as realistic descriptions of physical
phenomena, such as optical fields [16] or weakly-interacting
Bose-Einstein condensates, but also as modeling tools. The
latter case is manifest, for instance, in the framework of the
mean field or Hartree-Fock approximation. Insight in this di-
rection must therefore be of significance

In the development that follows, a method is proposed to
go from a representation of a bosonic state in terms of oper-
ators to a canonical MPS representation. The analysis makes
use of the properties of both representations and the central
argument does not involve approximations. Results obtained
using the proposed technique are compared against bench-
mark data. It is pointed out that the range of applicability
does not depend on boundary conditions or number of next-
neighbors, but rather on whether the state can be put in a
compatible form. In the final part, potential applications and
complementary remarks are set forth.

2. Linear bosonic systems

Following a second quantization scheme, let us propose a
system ofM bosons. Every boson can occupyN quan-
tum levels which are characterized by the bosonic operators
âj and â†k satisfying [âj , â

†
k] = δk

j and [âj , âk] = 0 with
j, k = 1, 2, ..., N . In absence of interaction, the Hamiltonian
can be written as

Ĥ =
N∑

j=1

N∑

k=1

hj,kâ†j âk, hj,k = h∗k,j . (1)

Matrix hj,k (ĥ) is the Hamiltonian whenM = 1. ĥ also
defines the operator dynamics according to

dα̂†j
dt

= −i
N∑

k=1

hj,kα̂†k, (2)
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which can be obtained by differentiation ofα̂†j=e−itĤ â†je
itĤ

(~ = 1). A product of local Fock states|n1, n2, ..., nN 〉, for
whichn1 + n2 + ... + nN = M , evolves as

|ψ(t)〉 =
N∏

q=1

(
α̂†q

)nq

√
nq!

|0〉, (3)

where|0〉 is the state with no bosons. More complex config-
urations can be constructed as superposition of these states.
Now let εl be an eigenvalue of̂h corresponding to the nor-
malized eigenstate|εl〉

N∑

k=1

hj,kεk,l = εlεj,l (l, j = 1, 2, ..., N). (4)

An eigenstate|En1...nN
〉 of Ĥ with eigenenergyEn1...nN

= n1ε1 + n2ε2 + ... + nN εN can be built as a product of
SB eigenmodes as

|En1...nN
〉 =

N∏
q=1

1√
nq!




N∑

j=1

εj,qâ
†
j




nq

|0〉. (5)

The size of the basis is(N +M − 1)!/M !(N − 1)!. It can be
seen that the state of a system of free bosons is determined
fundamentally by the contribution of the SB Hamiltonian
and the interference effects arising from indistinguishability,
which is implicit in the bosonic operators. This characteristic
renders the system into a linear regime, where a composition
of solutions ofĤ, like in Eq. (5), is also a solution, and a SB
eigenmode remains physically unaffected by other SB eigen-
modes.

3. Bosonic states in MPS form

In order to establish a ground to perform the transition to
MPS, let us imagine that bosons are arranged in a chain with
open boundary conditions. This assumption however does
not need to coincide with the real boundary conditions of the
problem. A site in the chain is labeled by the integern rang-
ing from 1 in the right end toN in the left end. Using MPS,
the quantum state can be represented as a superposition of
non-local states in the following way (up to few changes, the
notation in [19] is followed)

|ψ〉 =
∑
µνp

λ[n]
ν Γ[n]

ν,µ(p)λ[n−1]
µ |ν[N :n+1]〉|p[n]〉|µ[n−1:1]〉. (6)

Kets|µ[n−1:1]〉 and|ν[N :n+1]〉 are, in that order, Schmidt vec-
tors [17, 18] to the right and left of siten (superscripts in-
dicate the vector subspace). Notice that on each case such
Schmidt vectors belong to different decompositions of the
chain. λ

[n−1]
µ andλ

[n]
ν are the Schmidt coefficients associ-

ated to such decompositions. The states|p[n]〉 are elements of
a local basis at siten. For bosons, it is convenient to choose a
local Fock basis. The complex coefficientΓ[n]

ν,µ(p) determines
the contribution of a basis state to the superposition. Integerp

is an occupation number and ranges from0 to M . Integersµ
andν are labels of two distinct sets of Schmidt vectors. The
maximum number of these vectors over all possible bipartite
decompositions of the chain is calledχ. An important aspect
of the MPS representation is that by adjustingχ it is possible
to control the number of coefficients employed to describe
the state. This allows to approximate huge states by retain-
ing the most significant contribution of their respective MPS
representations (the part linked to the biggestλs). The set
of tensors{Γ[n]

ν,µ(p), λ[n]
µ for all µ, ν, p, n} is a representation

of |ψ〉 that can be updated when an unitary transformation is
applied on a pair of consecutive sites. In what follows, it is
shown how this feature can be applied to put states like (3) or
(5) in MPS form.

Let us start by considering the simplified case wheren1

bosons occupy the same arbitrary SB state. The state can then
be written in terms of a non-diagonal mode (NDM) as

|ψ〉 =
1√
n1!

(
c1,1â

†
1 + c2,1â

†
2 + ... + cN,1â

†
N

)n1 |0〉. (7)

The meaning of the second subscript in the coefficients is ex-
plained further down. Normalization of|ψ〉 requires

N∑

j=1

|cj,1|2 = 1. (8)

In a first step all these coefficients are to be made real. The
idea is to operate on|ψ〉with a series of local unitary transfor-
mations that act on the operators and take away the complex
phases of the coefficients as follows

e−iφl,1â†l âl â†l e
iφl,1â†l âl = e−iφl,1 â†l ⇒ cl,1 → |cl,1|, (9)

where φl,1 is the phase of cl,1. This is done for
l = 1, 2, ..., N . The order in which the transformations are
applied is not important. Next, a rotation operation is applied
on a couple of neighbor sites using the angular momentum
operator

Ĵy
j+1,j =

1
2i

(
â†j+1âj − â†j âj+1

)
. (10)

Explicitly, this transformation reads,

e−iθj,1Ĵy
j+1,j

(
|cj+1,1|â†j+1 + |cj,1|â†j

)
eiθj,1Ĵy

j+1,j

=
(
|cj+1,1| cos

(
θj,1

2

)
− |cj,1| sin

(
θj,1

2

))
â†j+1

+
(
|cj+1,1| sin

(
θj,1

2

)
+ |cj,1| cos

(
θj,1

2

))
â†j . (11)

Consequently, the contribution of̂a†j+1 can always be sup-
pressed by choosing the appropriate angle, namely,

tan
(

θj,1

2

)
=
|cj+1,1|
|cj,1| . (12)
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If the procedure is first utilized to suppressâ†N , then one can
successively suppress the other ladder operators in decreasing
order until just(â†1)

n1 is left acting on|0〉. Here, this process
is referred to asfolding. The inverse process, orunfolding, is
just a way of getting the original state back

|ψ〉 =




N∏

l=1

eiφl,1â†l âl

N−1∏

j=1

eiθj,1Ĵy
j+1,j




(
â†1

)n1

√
n1!

|0〉. (13)

Notice that now the order in which two-site transformations
are applied matters. The order of multiplication is assumed
to be

N−1∏

j=1

eiθj,1Ĵy
j+1,j = eiθN−1,1Ĵy

N,N−1 . . . eiθ1,1Ĵy
2,1 , (14)

and analogously in subsequent expressions. The second sub-
script in the angles and the coefficients makes reference to the
only mode left after folding. In order to write (13) as a set of
tensors, the state withn1 bosons in the first place of the chain
is written as MPS. This can be readily done because the MPS
coefficients of such a state can be obtained by inspection:

λ
[n]
1 = 1, for all n, (15)

Γ[n]
1,1(0) = 1, for n = 2, ..., N, (16)

Γ[1]
1,1(n1) = 1. (17)

Subsequently, the tensorial representation is updated accord-
ing to Eq. (13), following the protocols available for one- and
two site operations [19].

More complex situations take place when bosons are dis-
tributed over several SB states. As has been seen, an impor-
tant class of these states can be generically represented as

1√
n1!...nN ′ !

(
N∑

k=1

ck,N ′ â†k

)nN′

. . .




N∑

j=1

cj,1â
†
j



n1

|0〉, (18)

together with

N∑

j=1

cj,l′c
∗
j,l = δl

l′ (l, l′ = 1, . . . , N ′), (19)

which requiresN ′ ≤ N . To fold (18), the first NDM is
folded as shown for (7). This affect the coefficients of the
other NDMs but because the transformations arelinear in the
operators, the new coefficients obey a relation like (19). As a
result, after folding the first NDM, the coefficients ofâ†1 au-
tomatically vanish in the other NDMs. The process can then
be applied again to fold the second NDM, but this time it is
more reasonable to fold untilâ†2 is left alone, skipping the last
folding operation, sincêa†1 is not present in the second NDM.
In this way, folding the second NDM does not unfold the first
mode and̂a†2 disappears from the rest of NDMs. The proce-
dure is repeated in a similar way until the state is reduced to

a simple product of local Fock states. The original state (18)
can therefore be recovered as



1∏

k=N ′




N∏

l=k

eiφl,kâ†l âl

N−1∏

j=k

eiθj,kĴy
j+1,j






N ′∏
q=1

(
â†q

)nq

√
nq!

|0〉, (20)

which in turn can be numerically implemented in terms of
MPS as explained before.

4. Applications

In order to test unfolding in a controlled manner, a Hamilto-
nian with a known analytical profile is brought up, namely

hj,k = δj
k+1 + δj+1

k , (21)

plus periodic boundary conditions,hj,N+1 = hj,1 and
hN+1,k = h1,k (â†N+1 = â†1). As the spectrum of this Hamil-
tonian is in general degenerate, the next reference eigensys-
tem is chosen

εl = 2 cos
(

2πl

N

)
, εk,l =

e2πkli/N

√
N

. (22)

The calculation consists in solving Eq. (2) and then inserting
the dynamical operators in Eq. (3), assuming that att = 0
there is one boson at each site of the chain. The resulting
state is then written as a tensor network using unfolding. To
do this, Eq. (20) is implemented as a numerical routine that
integrates the updating subroutine of the programs described
in Ref. 14. The obtained results are then compared against
equivalent simulations carried by diagonalization. The lower
panel of Fig. 1 shows, as a function of time, the numerical
error produced by unfolding when compared to the standard
method. Unless otherwise stated, it must be assumed that in
the MPS computationsχ is not bounded but dynamically de-
termined by the updating routine as the simulation runs. In
this way, all the elements of the MPS representation are re-
tained. As can be seen in Fig. 1, error is comparable to com-
puter precision and it does not grow over long intervals. This
because in unfolding the state for a given time only depends
on the initial condition and the solution of the equations of
motion for the operators, which can be obtained with high
accuracy for anyt. The upper panel of Fig. 1 shows the sin-
gle site entropy of the chain, calculated from

S = −
∑

µ

(
λ[1]

µ

)2

log
(
λ[1]

µ

)2

. (23)

Entropy measures the entanglement between one site and the
rest of the chain and can be easily computed from a MPS
representation. It is known that the chain relaxes to a Gaus-
sian state with maximum entropy subject to fixed second mo-
ments [20]. As a result, the saturation ofS determines a time
window along which the dynamics is relevant.
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FIGURE 1. Entropy between one site and the rest of the system
(Top) and error∆ = 1− |〈ψ|ψ′〉|2 (Bottom) in a boson chain with
N = 8 andM = 8 initialized with one particle at each site. The
underlying Hamiltonian displays next-neighbor hopping (Eqs. (1)
and (21)) and the boundary conditions are periodic. The error de-
termines the difference between the state found by standard diago-
nalization (|ψ′〉) and by unfolding as explained in the text.

FIGURE 2. Entropy between one site and the rest of the system
(Top) and error∆E = |E−En1,...,nN | (Bottom) of energy eigen-
states of Hamiltonian (1) forN = 8 andM = 8. The eigenstates
are built as products of SB eigenmodes, as described by Eq. (5),
and then converted to MPS in order to findS andE. SinceS de-
pends only on the exponents of the product, a many-particle state
is represented by the number of bosons at each SB state, making
no reference to which SB state the exponent actually apply. For
instance,17 means two SB states are involved, the first with1 bo-
son and the second with7 bosons. Entropy is independent on the
specific choice of such SB states.

Figure 2 showsS for the eigenstates of̂H as well as the
numerical error incurred by passing such eigenstates to MPS
using unfolding. In this figure every state has been repre-
sented only by the exponents that appear in Eq. (5). This can
be done because a SB eigenmode formed from (22) can be
transformed into any other SB eigenmode of the same family
using only single-site unitary operations. Recall that invari-
ance under local unitary transformations is a property of en-
tanglement. Figure 2 suggests that eigenstates ofĤ made of
bosons distributed over many SB eigenstates contain more

FIGURE 3. Boson chain withN = 100, M = 100 and the same
conditions as in Fig. 1. In this example the size of the MPS rep-
resentation was bounded by settingχ = 50. Inset. Eigenvalues
of the single-site density matrix for different times. As the loga-
rithmic plot of the eigenvalue distribution becomes more linear, the
state approaches a Gaussian state.

entanglement than eigenstates with bosons arranged over few
SB eigenstates. Nevertheless, the eigenstate ofĤ with all SB
states occupied does not show maximum entanglement.

The efficiency of unfolding as a numerical method varies
inversely toχ. In relation to this, the number of operations
necessary to update the MPS representation every time a uni-
tary transformation is applied grows with the size of the local
basis (M +1), but is attenuated by exploiting conservation of
number of particles. Moreover, from the arguments in Ref. 19
it follows that the number of operations required to update the
state must grow as a polynomial ofχ. This makes unfold-
ing suitable for systems with little entanglement. However,
because every time the state is computed only one round of
unitary operations is invoked in Eq. (20), unfolding is differ-
ent to methods where the calculation of the state for a given
time entails an integration of short evolutions. The fact that in
unfolding error does not accumulate with time is also an ad-
vantage, as well as the fact that specific choices of boundary
conditions or number of neighbors do not necessarily pre-
clude the application of the method. The key point is to put
the state in the form of Eq. (18). Likewise, the advantages of
unfolding over diagonalization can be appreciated by notic-
ing that while the basis of̂H grows exponentially withN ,
the bases of the matrices involved in the unfolding calcula-
tion grow linearly withN . Working in a personal laptop with
a 2.00 Ghz processor, getting the MPS representation using
unfolding in the simulations of Fig. 1 took approximately
100 seconds. Getting the eigensystem of the Hamiltonian and
then computing the coefficients of the quantum state for the
same parameters took more than 16 minutes. This provides
evidence of the reduction in computation time achieved espe-
cially when entanglement is moderate.

For states with large entanglement, unfolding can be used
to get an estimation. This is done by settingχ to a numeri-
cally manageable value. Figure 3 shows some results ob-
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tained by fixingχ in a simulation of a relatively big chain. In
spite of the approximation, the relaxation profile shows good
agreement with theoretical assessments reported in Ref. 20.

5. Discussion

Although unfolding has been presented in the context of a
specific class of initial states, it appears the same strategies
can in principle be applied whenever the state is in general
given by

f




N∑

k=1

ck,N ′ â†k, . . . ,
N∑

j=1

cj,1â
†
j


 |0〉, (24)

as long asf could be expanded in Taylor series. Furthermore,
coherent states like

e
∑

j αj â†j−α∗j âj |0〉, (25)

exhibit some compatibility with unfolding too. In these cases,
folding would reduce the state to a function of ladder oper-
ators acting on|0〉. The success of the method would then
depend on the possibility of writing such a reduced state in
MPS terms without much effort. The translated state can then
be used as the initial condition in a simulation effectuated by,
for instance, TEBD.

As commutativity of NDMs (Eq. (19)) is assumed in
unfolding, non-commuting NDMs can be treated by adding
modes that correct this anomaly. As an example, consider the
state




2∑

j=1

cj,1â
†
j




(
2∑

k=1

ck,2â
†
k

)
|0〉,

2∑

j=1

cj,1c
∗
j,2 6= 0. (26)

A third mode can be introduced so that



3∑

j=1

cj,1â
†
j




(
3∑

k=1

ck,2â
†
k

)
|0〉,

3∑

j=1

cj,1c
∗
j,2 = 0. (27)

Up to a normalization constant, the new state can be folded
as shown above. Once the transformation to MPS has been
carried, the coefficients related to the extra mode can be
dropped. This approach is resembling of density matrix pu-
rification. On the other hand, one way of taking interaction
effects into account is to apply perturbation theory, treating
non-linear terms as perturbations. This would result espe-
cially effective when the non-linearity is local, because the
MPS description is appropriate to find local mean values.
Another way is to mimic the interaction using a mean-field
approach. This could be realized by using the solution of
the non-linear Gross-Pitaevskii equation as the coefficients of
Eq. (7). One can also think of using Eq. (20) as a variational
ansatz, similar to the Gutzwiller ansatz.

6. Conclusion

An alternative method has been proposed in the context of
linear bosonic systems to compute physical quantum states
in MPS form. The technique has been used to simulate the
dynamics as well as the spectrum of a boson chain with next-
neighbor hopping and periodic boundary conditions. The ac-
curacy of these simulations has been evaluated using a fi-
delity measure. Similarly, the obtained results have proved
consistent with reported theoretical studies predicting relax-
ation to a Gaussian state. In addition, aspects related to the
suitability and scope of the technique have been analyzed,
namely, how to handle more general initial states, how to deal
with non-commuting modes and how to partially include in-
teraction effects.
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