A two-index generalization of conformable operators with potential applications in engineering and physics
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We developed a somewhat novel fractional-order calculus workbench as a certain generalization of Khalil’s conformable derivative. Although every integer-order derivative can naturally be consistent with fully physical-sense problem’s quotation, this is not the standard scenario of the non-integer-order derivatives, even aiming physics systems’ modeling, solely. We revisited a particular case of the generalized conformable fractional derivative and derived a differential operator, whose properties overcome those of the integer-order derivatives, though preserving its clue advantages. Worthwhile noting that the two-fractional indexes differential operator we are dealing with departs from the single-fractional index framework, which typifies the generalized conformable fractional derivative. This distinction leads to proper mathematical tools, useful in generalizing widely accepted results, with potential applications to fundamental Physics within fractional order calculus. The latter seems to be especially appropriate for exercising the Sturm-Liouville eigenvalue problem, as well as the Euler-Lagrange equation, and to clarify several operator algebra matters.
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1. Introduction

Derivatives of non-integer order have been discussed for a long time. In 1695 L’Hôpital asked Leibniz what meaning could be ascribed to $D^n f$ if n were a fraction. Since that time, fractional calculus has drawn the attention of many mathematicians. Most of them have used an integral form to define the fractional derivative; the two most popular ones are the Riemann-Liouville definition and the Caputo definition. However, these definitions did not inherit most of the properties of the classic integer-order derivative, such as the product rule or the chain rule. In 2014 Khalil et al. [1] introduced the definition of the conformable fractional derivative, analogous to the limit definition of the standard integer-order derivative. This definition was later generalized by Katugampola [2], whose work was later addressed by Anderson et al. [3], who used Katugampola’s results to explore its properties and its potential application in quantum mechanics, see also [4-8]. In 2017, Al-Refai and Abdeljawad [9] suggested a generaliza-
tion of the well-known Sturm-Liouville eigenvalue problem using the conformable derivative. In 2018 Zhao et al. [10] introduced a set of Maxwell’s equations using the Generalized Conformable Fractional Derivative (GCFD), which obeys the classical properties of the integer-order derivative. Several works have recently appeared on conformal derivatives, e.g., [14-19]. Clearly showing that it is a field of great growth, despite its recent creation. Some applications of these conformal derivatives to optical solitons solutions are in [20,21].

We generalize the conformable derivative introduced by Khalil et al. [1] by exploring the properties of a fractional derivative operator derived from the GCFD derivative. Unlike the rest of the fractional derivatives, the order of our operator is determined by two fractional indexes and two positive functions, which can be arranged to recover the integer order derivative. The two fractional indexes and the two functions give the derivative greater freedom and more complex dynamics than single-index and single-function derivatives; furthermore, being a conformable derivative, it is a local derivative just like in the integer-order case. In this way, our proposed GCFD is similar to the Gateaux derivative [10] but definitively is not equal. We present a differential operator in which the order of the derivative now depends on the two fractional indexes α and β, preserving almost all the properties of integer-order derivatives, as it is often the case with conformable local derivatives. We construct operators with potential application in quantum mechanics, generalizing some results obtained by Anderson and Ulness [3]. We generalize some well-known results, such as the Euler-Lagrange method [11] and the Sturm-Liouville eigenvalue problem [12] by replacing the integer-order derivative operators with our operator, following a similar procedure as Abdeljawad et al. [9] and we show some examples.

In the first section, we present the definition of the operator, its main properties, such as the product rule and the chain rule, as well as some examples. In the next section, we further explore its properties, we introduce an inverse operator, and then we explore its commutator and anti-commutator properties, as well as some results with applications in quantum mechanics. In the last section, we generalize some results obtained in the second section, namely the Sturm-Liouville operator. We consider the Sturm-Liouville eigenvalue problem using the differential operator introduced in the first section. We also generalize some results, such as the Lagrange Identity and the Euler-Lagrange equation.

### 2. Preliminaries

Let \( \psi(u, \alpha, \beta) \) be a fractional conformable function and \( \alpha, \beta \in (0,1] \). The "\( \alpha \beta \) derivative" of \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) at \( x \) is defined as:

\[
D_{\psi}^{\alpha,\beta}(f)(x) = \lim_{\epsilon \to 0} \frac{f(x + \epsilon \psi(x, \alpha, \beta)) - f(x)}{\epsilon}.
\]

The restrictions of \( \psi(u, \alpha, \beta) \) are:

\[
\begin{align*}
\psi(x, 1, 1) &= 1 \quad x \in \mathbb{R}^+ \\
\psi(x, \alpha, \beta) &\neq 0 \quad x \in \mathbb{R}^+ \\
\psi(, \alpha_1, \beta) &\neq \psi(, \alpha_2, \beta) \quad \alpha_1 \neq \alpha_2 \\
\psi(, \alpha, \beta_1) &\neq \psi(, \alpha, \beta_2) \quad \beta_1 \neq \beta_2
\end{align*}
\]

where \( \alpha_i \) and \( \beta_i \in (0,1] \), for \( i = 1, 2, 3, \ldots \).

Let \( f : [0,\infty) \rightarrow \mathbb{R} \) and \( x > 0 \) also let \( h(x) \) and \( k(x) \) be continuous functions, where \( h(x) > 0 \) and \( k(x) > 0 \). Then the "\( \alpha, \beta khl \) conformable fractional derivative" of \( f \) of order \( \alpha, \beta \) is defined by:

\[
D_h^{\alpha,\beta}(f)(x) = \lim_{\epsilon \to 0} \frac{f(x + h^\beta(x) \epsilon^{k^{1-\alpha}(x)}) - f(x)}{\epsilon},
\]

where

\[
\epsilon^{k^{1-\alpha}(x)} = \sum_{j=1}^{\infty} \frac{\epsilon^{l} k^{(1-\alpha)j}(x)}{j!},
\]

for \( x > 0 \), \( \alpha, \beta \in (0,1] \). If the limit exists, we say that \( f(x) \) is \( \gamma \)-differentiable.

Recently M.N. Alam and Xin Li [13] solved the complex fractional Schrödinger equation using the conformable derivative introduced by Khalil et al. [1]; our fractional operator generalizes the operator introduced by Khalil.

If we set \( h(x) = 1, \beta = 1, k(x) = x \) and \( l = 1 \) then we recover the conformable fractional derivative definition from Khalil et al.:

\[
D_{1,1,1}^{\alpha,\beta}(f)(x) = \lim_{\epsilon \to 0} \frac{f(x + \epsilon x^{1-\alpha}) - f(x)}{\epsilon}.
\]

If we set \( h(x) = x, \beta = 1, k(x) = x^{n-1} \) and \( l \to \infty \) then we recover the fractional derivative of order \( \alpha \) definition from Katugampola:

\[
D_{x,x^{n-1},\infty}^{\alpha,1}(f)(x) = \lim_{\epsilon \to 0} \frac{f(x^{n-\alpha}(x)) - f(x)}{\epsilon}
\]

### 3. Properties of the differential operator

Let \( \alpha \in (0,1] \) and \( f, g \) be \( \gamma \)-differentiable at a point \( x > 0 \). Using Eq. (2) and Eq. (3), it can be easily proved that:

1. \( D_{h,k,l}^{\alpha,\beta}(af + bg) = a D_{h,k,l}^{\alpha,\beta}(f) + b D_{h,k,l}^{\alpha,\beta}(g), a,b \in \mathbb{R}. \)
2. \( D_{h,k,l}^{\alpha,\beta}(x^n) = n x^{n-1} h^\beta(x) k^{1-\alpha}(x), n \in \mathbb{R}. \)
3. \( D_{h,k,l}^{\alpha,\beta}(e^x) = 0, \) for all constant functions.
4. \( D_{h,k,l}^{\alpha,\beta}(fg) = g(x) D_{h,k,l}^{\alpha,\beta}(f) + f(x) D_{h,k,l}^{\alpha,\beta}(g). \)
5. \( D_{h,k,l}^{\alpha,\beta}(f | g) = \frac{g(x) D_{h,k,l}^{\alpha,\beta}(f) - f(x) D_{h,k,l}^{\alpha,\beta}(g)}{g(x)}. \)
6. \( D_{h,k,l}^{\alpha,\beta}(f \circ g) = \frac{df}{dx}(g(x)) D_{h,k,l}^{\alpha,\beta}(g)(x). \)
4.1. The integration by parts formula.

4 The αβhkl conformable fractional derivate and its relationship with second-order linear differential equations

We now further explore the properties of our differential operator Eq. (2) and develop some new operators from this one, such as the inverse operator, the commutator and the anti-commutator as well as a self-adjoint variant of the anti-commutator. We will later use some of this results when solving the Sturm-Liouville eigenvalue problem, such as the integration by parts formula.

4.1. The D_{h,k,l}^{α,β} operator

We begin by exploring the properties of the D_{h,k,l}^{α,β} operator.

\[ D_{h,k,l}^{α,β}[y(x)] = h^α(x)k^{1−α}(x) \frac{dy(x)}{dx}. \]  

where \( \frac{d}{dx} \) is the integer-order derivative operator. So the D_{h,k,l}^{α,β} operator is

\[ D_{h,k,l}^{α,β} = h^α(x)k^{1−α}(x) \frac{d}{dx}. \]  

Next, we considered the iterated operator \( D_{h,k,l}^{α,β}D_{h,k,l}^{ρ,σ} \)

\[ D_{h,k,l}^{α,β}[D_{h,k,l}^{ρ,σ}[y]] = h^α(x)k^{1−α}(x) h^ρ(x)k^{1−ρ}(x)y' ] = h^α(x)k^{1−α}(x) [σh^{α−1}(x)h'(x) \times k^{1−ρ}(x)y' + (1 − ρ) h^σ(x)k^{−σ}(x) \times k'(x)y' + h^σ(x)k^{−σ}(x)y'']. \]

If we let \( γ_1 = α + β \) and \( γ_2 = β + σ \), then:

\[ h^{γ_2}(x)k^{2−γ_1}(x)y'' + (σh^{γ_2−1}(x)h'(x) \times k^{2−γ_1}(x) + (1 − ρ) h^{γ_2}(x)k^{−γ_2}(x) \times k'(x)y' \times k'(x)y'. \]

4.2. The operator \( I_{h,k,l}^{α,β} \)

We define the inverse operator of \( D_{h,k,l}^{α,β} \) as

\[ (D_{h,k,l}^{α,β})^{-1} \equiv I_{h,k,l}^{α,β} = \frac{x}{()} k^{α−1}(t)h^{−β}(t) dt \]

\[ = \frac{x}{()} dγ(t), \]  

where (.) is a place holder for the function to be operated upon.

Applying the anti-derivative operator \( I_{h,k,l}^{α,β} \) to \( D_{h,k,l}^{α,β} \) yields

\[ I_{h,k,l}^{α,β}D_{h,k,l}^{α,β}[y]] = \int y(t) dγ(t) = y(x), \]  

where one takes y to vanish at the lower limit. Now applying the \( D_{h,k,l}^{α,β} \) operator to \( I_{h,k,l}^{α,β} \) yields

\[ D_{h,k,l}^{α,β}[I_{h,k,l}^{α,β}[y]] = D_{h,k,l}^{α,β} \left[ \int y(t) dγ(t) \right] = h^α(x)k^{1−α}(x) \frac{d}{dx} \left[ \int y(t) dγ(t) \right], \]  

let \( δ_1 = α − ρ \) and \( δ_2 = σ − β \)

\[ = h^{δ_2}(x)k^{δ_1}(x)y(x). \]  

Similarly for \( I_{h,k,l}^{α,β}D_{h,k,l}^{α,β} \) we have

\[ I_{h,k,l}^{α,β}D_{h,k,l}^{α,β}[y]] = \int k^{α−1}(t)h^{−β}(t)h^σ(t)k^{1−ρ}(t)y' dt \]

\[ = \int k^{δ_1}(t)h^{δ_2}(t)y'(t) dt \]

\[ = h^{δ_2}(x)k^{δ_1}(x)y(x) \]

\[ − δ_1 \int k^{δ_1−1}(t)h'(t)k^{δ_2}(t)y(t) dt \]

\[ − δ_2 \int h^{δ_2−1}(t)h'(t)k^{δ_1}(t)y(t) dt \]

\[ = h^{δ_2}(x)k^{δ_1}(x)y(x) \]

\[ − δ_1 k^{δ_1−1}(x)h'(x)k^{δ_2}(x)y(x) \]

\[ − δ_2 h^{δ_2−1}(x)h'(t)k^{δ_1}(t)y(x)]. \]  

Using the definition for the anti-derivative operator, we can also derive a formula for integration by parts.

**Theorem 4.1 (Integration by parts)**
Let \( f, g : [a, b] \rightarrow \mathbb{R} \) be two functions such that \( fg \) is differentiable, then:

\[
\int_a^b f(x) D_{h,k,l}^{\alpha,\beta} g(x) \, dx = \left. f(x) g(x) \right|_a^b - \int_a^b g(x) D_{h,k,l}^{\alpha,\beta} f(x) \, dx.
\]

(14)

**Proof**

\[
\int_a^b f(x) D_{h,k,l}^{\alpha,\beta} g(x) \, dx = \int_a^b f(x) h^\beta(x) k^{1-\alpha}(x) g'(x) \, dx
\]

\[
\times d(\gamma) = \left. f(x) g(x) \right|_a^b - \int_a^b g(x) f'(x) \, dx = \left. f(x) g(x) \right|_a^b
\]

\[
- \int_a^b g(x) h^\beta(x) k^{1-\alpha}(x) f'(x) h^{-\beta}(x) k^{\alpha-1}(x) \, dx
\]

\[
= f(x) g(x) \bigg|_a^b - \int_a^b g(x) D_{h,k,l}^{\alpha,\beta} f(x) \, d\gamma(x).
\]

**4.3. Parity in the \( D_{h,k,l}^{\alpha,\beta} \) operator**

We can neglect the requirement that \( t > 0 \) and consider the parity of \( D_{h,k,l}^{\alpha,\beta} \) by applying the operator \( \hat{P} \) on Eq. (7):

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = \hat{P} \left[ h^\beta(x) k^{1-\alpha}(x) \frac{d}{dx} \right]
\]

\[
= h^\beta(-x) k^{1-\alpha}(-x) \left( -\frac{d}{dx} \right).
\]

(15)

We may consider two cases for powers of \( h(x) \) and \( k(x) \) of the form:

\[
\nu_1 = \frac{1}{2n+1},
\]

(16)

and

\[
\nu_2 = \frac{2n}{2n+1},
\]

(17)

where \( n \in \mathbb{Z}_{\geq 0} \).

So, the action of \( \hat{P} \) becomes:

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = h^{\nu_1}(-x) k^{\nu_1}(-x) \left( -\frac{d}{dx} \right),
\]

(18)

where \( i, j = 1, 2 \). Taking into account the parity of \( h(x) \) and \( k(x) \), we explore the different cases for \( \hat{P} \):

**4.3.1. \( \nu_1 \)**

1. \( \nu_1 \) even and \( \nu_2 \) odd or \( \nu_2 \) even and \( \nu_1 \) odd

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = e^{i\pi} D_{h,k,l}^{\alpha,\beta},
\]

(20)

2. \( \nu_1 \) even and \( \nu_2 \) odd or \( \nu_2 \) even and \( \nu_1 \) odd

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = D_{h,k,l}^{\alpha,\beta}.
\]

(21)

**4.3.2. \( \nu_2 \)**

1. \( \nu_1 \) even and \( \nu_2 \) odd or \( \nu_2 \) even and \( \nu_1 \) odd

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = e^{i\pi} D_{h,k,l}^{\alpha,\beta},
\]

(22)

2. \( \nu_1 \) even and \( \nu_2 \) odd or \( \nu_2 \) even and \( \nu_1 \) odd

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = D_{h,k,l}^{\alpha,\beta}.
\]

(23)

**4.3.3. \( \nu_1 \) and \( \nu_2 \)**

1. \( \nu_1 \) even and \( \nu_2 \) odd or \( \nu_2 \) even and \( \nu_1 \) odd

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = e^{i\pi} D_{h,k,l}^{\alpha,\beta},
\]

(25)

2. \( \nu_1 \) even and \( \nu_2 \) odd or \( \nu_2 \) even and \( \nu_1 \) odd

\[
\hat{P} D_{h,k,l}^{\alpha,\beta} = D_{h,k,l}^{\alpha,\beta}.
\]

(26)

**4.4. First order differential equation**

We consider a differential equation for the \( D_{h,k,l}^{\alpha,\beta} \) operator:

\[
D_{h,k,l}^{\alpha,\beta}[y(x)] + \lambda y(x) = 0.
\]

(30)

Using Eq. (6) and solving for \( y(x) \):

\[
h^\beta(x) k^{1-\alpha}(x) y'(x) + \lambda y(x) = 0
\]

\[
y'(x) + \lambda h^{-\beta}(x) k^{\alpha-1}(x) y(x) = 0
\]

\[
\frac{d}{dx} \left[ e^{\lambda \int x h^{-\beta}(t) k^{\alpha-1}(t) \, dt} y(x) \right] = 0
\]

\[
y(x) = c e^{-\lambda \int x h^{-\beta}(t) k^{\alpha-1}(t) \, dt}.
\]
4.5. The commutator with the $D^{α,β}_{h,k,l}$ derivative

The operators $D^{α,β}_{h,k,l}$ and $D^{ρ,σ}_{h,k,l}$ do not commute, and unlike integer-order derivatives $D^{α,β}_{h,k,l}, D^{ρ,σ}_{h,k,l} \neq D^{α,β,ρ,σ}_{h,k,l}$; however, it is interesting to explore the commutator properties of these operators.

\[ [D^{α,β}_{h,k,l}, D^{ρ,σ}_{h,k,l}]y = D^{α,β}_{h,k,l}[D^{ρ,σ}_{h,k,l}y] - D^{ρ,σ}_{h,k,l}[D^{α,β}_{h,k,l}y]. \]

From Eq. (8):

\[ \begin{align*}
= & \left( (\sigma - \beta) h^{\beta+\sigma-1}(x)h'(x)k^{2-\alpha-\rho}(x) \\
+ & (\alpha - \rho) h^{\beta+\sigma}(x)k^{1-\alpha-\rho}(x)k'(x) \right) y' \\
= & \left( \delta_2 h^{\gamma_2-1}(x)h'(x)k^{2-\gamma_1}(x) \\
+ & \delta_1 h^{\gamma_2}(x) \times k^{1-\gamma_1}(x)k'(x) \right) y'
\end{align*} \]

(31)

Since $\gamma_1 = \alpha + \rho, \gamma_2 = \beta + \sigma, \delta_1 = \alpha - \rho, \delta_2 = \sigma - \beta$,

\[ [D^{α,β}_{h,k,l}, D^{ρ,σ}_{h,k,l}] = 0, \]

and

\[ [D^{α,β}_{h,k,l}, D^{ρ,σ}_{h,k,l}] = -[D^{ρ,σ}_{h,k,l}, D^{α,β}_{h,k,l}]. \]

Using the result from Eq. (31):

\[ [D^{a,b}_{h,k,l}, [D^{c,d}_{h,k,l}, D^{m,n}_{h,k,l}]]y = [D^{a,b}_{h,k,l}, [D^{c,d}_{h,k,l}, D^{m,n}_{h,k,l}]]y \\
- [D^{c,d}_{h,k,l}, [D^{m,n}_{h,k,l}, D^{a,b}_{h,k,l}]]y \\
= k^{-a-c-m+1}(x)(-h^{b+d+n-2}(x)) \\
\times (h^2(x)(a^2 + a(m - 2) \\
- m(c + m) + c + m)k'(x)y'(x) \\
+ h(x)k(x)k'(x)(b(2a + m - 3) \\
\times k''(x) - h'(x)k'(x)(b(2a + m - 3)) \\
\times n(a - c - 2m + 2) + d) \\
\times (-m + d) + h(x)(-2a + c + m)k'(x)y''(x)) \\
+ k^2(x)y'(x)((b^2 + b(n - 1) - n(d + n) + n) \\
\times [h']^2(x) + (b - n)h(x)h''(x) \\
+ h(x)(2b - d - n)h'(x)y''(x)). \]

(34)

Then, we can verify that the Jacobi identity holds:

\[ [D^{a,b}_{h,k,l}, [D^{c,d}_{h,k,l}, D^{m,n}_{h,k,l}]] + [D^{c,d}_{h,k,l}, [D^{m,n}_{h,k,l}, D^{a,b}_{h,k,l}]] \\
+ [D^{m,n}_{h,k,l}, [D^{a,b}_{h,k,l}, D^{c,d}_{h,k,l}]] = 0. \]

(35)

If we consider the commutator $[D^{α,β}_{k,l}, t]$ acting on a function $y(x)$:

\[ [D^{α,β}_{h,k,l}, x]y = D^{α,β}_{h,k,l}[xy] - x D^{α,β}_{h,k,l}[y] \\
= x D^{α,β}_{h,k,l}[y] + y D^{α,β}_{h,k,l}[x] - x D^{α,β}_{h,k,l}[y] \\
= h^{\beta}(x)k^{1-\alpha}(x)y. \]

(36)

Thus

\[ [D^{α,β}_{h,k,l}, x] = h^{\beta}(x)k^{1-\alpha}(x). \]

(37)

Then, we can express the generalized conformable fractional derivative acting on $y$ as

\[ D^{α,β}_{h,k,l}[y] = [D^{α,β}_{h,k,l}, x]y'. \]

(38)

So, for any differentiable function of $x$:

\[ [D^{α,β}_{h,k,l}, f(x)] = h^{\beta}(x)k^{1-\alpha}(x)f'(x). \]

(39)

Using Eq. (42) and Eq. (43), we can consider the commutator $[T^{α}_{h,k,l}, t]$

\[ [T^{α}_{h,k,l}, D^{ρ,σ}_{h,k,l}]]y = -\delta_1 f^{ρ,1,δ_2} [h^{2δ}(x)k'(x)y] \\
- \delta_2 f^{δ_1,δ_2} [h^{2δ_2-1}(x)h'(x)k(x)y]. \]

(40)

4.6. The anti-commutator for the operator $D^{α,β}_{h,k,l}$

We now consider the anti-commutator by defining the operator

\[ \hat{C}_{\gamma_1,\gamma_2} \equiv \frac{1}{2} \left\{ D^{α,β}_{h,k,l}, D^{ρ,σ}_{h,k,l} \right\} = \frac{1}{2} \left( D^{α,β}_{h,k,l}, D^{ρ,σ}_{h,k,l} + D^{ρ,σ}_{h,k,l}, D^{α,β}_{h,k,l} \right). \]

(41)

Using Eq. (8) and operating $\hat{C}_{\gamma}$ on a function $y(x)$:

\[ \hat{C}_{\gamma_1,\gamma_2} y = \frac{1}{2} \left( h^{\gamma_2}(x)k^{2-\gamma_1}(x)y'' \\
+ (\sigma h^{\gamma_2-1}(x)h'(x)k^{2-\gamma_1}(x) \\
+ (1 - \rho) h^{\gamma_2}(x)k^{1-\gamma_1}(x)k'(x))y' \right) \\
+ \frac{1}{2} \left( h^{\gamma_2}(x)k^{2-\gamma_1}(x)y'' \\
+ (\beta h^{\gamma_2-1}(x)h'(x)k^{2-\gamma_1}(x) \\
+ (1 - \alpha) h^{\gamma_2}(x)k^{1-\gamma_1}(x)k'(x))y' \right) \\
h^{\gamma_2}(x)k^{2-\gamma_1}(x)y'' \\
+ \frac{1}{2} (\gamma_2 h^{\gamma_2-1}(x)h'(x)k^{2-\gamma_1}(x))y'. \]

(42)

We may consider the case when $\alpha = \rho$ and $\beta = \sigma$, then,

\[ \hat{C}_{2\alpha,2\beta} y = \frac{1}{2} \left\{ D^{α,β}_{h,k,l}, D^{α,β}_{h,k,l} \right\} = \left( D^{α,β}_{h,k,l} \right)^2. \]

(43)

If $\alpha = \beta = 1/2$:

\[ \hat{C}_{1,1} y = h(x)k(x)y'' \\
+ \frac{1}{2} (h'(x)k(x) - h(x)k'(x))y'. \]

(44)
4.6.1. Some properties for $\hat{C}_{\gamma_1, \gamma_2} y$

Let’s first consider the homogeneous equation for $\alpha = \rho$ and $\beta = \sigma$,

$$\hat{C}_{\alpha, \beta} y = 0. \quad (45)$$

Then Eq. (42) becomes:

$$h^{2\beta}(x)k^{2-2\alpha}(x)y'' + (\beta h^{2\beta-1}(x)h'(x)k^{2-2\alpha}(x)
+ (1 - \alpha)h^{2\beta}(x)k^{1-2\alpha}(x)k'(x))y' = 0, \quad (46)$$

which has solution:

$$y(x) = C_2 + \int C_1 h^{-\beta}(t)k^{\alpha-1}(t) \, dt. \quad (47)$$

Let’s now consider the constant equation

$$\hat{C}_{\alpha, \beta} y = \Lambda. \quad (48)$$

Equation (42) becomes

$$x^2k^{-2\alpha}(x)y'' + \left( tk^{-2\alpha}(x) - \alpha x^2 k^{-(2\alpha+1)}(x) \right)y' = \Lambda, \quad (49)$$

which has the solution:

$$y(x) = c_2 + \int e^{\frac{\alpha x^2 - k(z)}{k(x)x^2}} \Lambda k^2 \frac{k^2(z) \, dz}{z^2} \, dt, \quad (50)$$

where $c_1$ and $c_2$ are constants to be determined by boundary conditions.

4.6.2. Self-adjoint operator of $\hat{C}_{\alpha, \beta}$

The operator $\hat{C}_{\alpha, \beta}$ is not self-adjoint, but it can be made so by multiplying by an integrating factor $W(x)$,

$$W(x) = \frac{1}{h^{2\beta}(x)k^{2-2\alpha}(x)} \int e^{\frac{\alpha x^2 - k(z)}{k(x)x^2}} \Lambda k^2 \frac{k^2(z) \, dz}{z^2} \, dt, \quad (51)$$

We define:

$$\hat{A}_{2\alpha, 2\beta} \equiv W(x)\hat{C}_{2\alpha, 2\beta} = \left( h^{-\beta}(x)k^{\alpha-1}(x) \right) \left( h^{2\beta}(x)k^{2-2\alpha}(x) \right) \int e^{\frac{\alpha x^2 - k(z)}{k(x)x^2}} \Lambda k^2 \frac{k^2(z) \, dz}{z^2} \, dt, \quad (52)$$

4.6.3. Differential equations for $\hat{A}_{2\alpha, 2\beta}$

Now that we have defined $\hat{A}_{2\alpha, 2\beta}$, we solve two differential equations using this operator.

1. Homogeneous equation

$$\hat{A}_{2\alpha, 2\beta} y = 0, \quad (53)$$

which solution is:

$$y(x) = c_1 \int h^{-\beta}(s)k^{\alpha-1}(s) \, ds + c_2, \quad (54)$$

where $c_1$ and $c_2$ are constants to be determined by boundary conditions.

2. Equation including a constant inhomogeneous term

$$\hat{A}_{2\alpha, 2\beta} y = \kappa, \quad (55)$$

$$y(x) = \int_1^x \frac{1 + \kappa s}{\kappa x^{\beta}} h^{-\beta}(s)k^{\alpha-1}(s) \, ds + c_2, \quad (56)$$

where $c_1$ and $c_2$ are constants to be determined by boundary conditions, and $\kappa$ is a constant term.

Example:

Setting $h(x) = x^m$ and $k(x) = x^n$, yields the solution:

$$y(x) = \frac{c_1 x^{1+n(\alpha-1)-m\beta}}{1+n(\alpha-1)-m\beta} + \frac{k x^{2+n(\alpha-1)-m\beta}}{2+n(\alpha-1)-m\beta} + c_2, \quad (57)$$

where $n, m \in \mathbb{Z}_{>0}$.

We can re-express this solution in the form:

$$y_{G,q_1,q_2,G}(x) = q_1(\alpha, \beta, m, n)x^{G(\alpha, \beta, m, n)} + q_2(\alpha, \beta, m, n)x^{1+G(\alpha, \beta, m, n)} + q_3, \quad (58)$$
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where:

\[ G(\alpha, \beta, m, n) = 1 + n(\alpha - 1) - m\beta \]  

\[ q_1(\alpha, \beta, m, n) = \frac{c_1}{G_1(\alpha, \beta, m, n)} \]  

\[ q_2(\alpha, \beta, m, n) = \frac{\kappa}{1 + G(\alpha, \beta, m, n)} \]  

\[ q_3(\alpha, \beta, m, n) = c_2. \]  

By the law of trichotomy, Eq. (58) leaves us only with three non-singular solutions of the form:

1. \( G(\alpha, \beta, m, n) < 1 + G(\alpha, \beta, m, n) < 0 \),
2. \( G_1(\alpha, \beta, m, n) < 0 < 1 + G(\alpha, \beta, m, n) \),
3. \( 0 < G(\alpha, \beta, m, n) < 1 + G(\alpha, \beta, m, n) \).

The next table shows some cases of these solutions of Eq. (58):

1. Figure 1a), obtained by setting \( \alpha = 0.5, \beta = 0.8, m = 3, n = 2, c_1 = 1, c_2 = 1, \kappa = 0 \), has an asymptotic behaviour determined by the value of \( c_2 \), which is indicated by the dotted line.
2. Figure 1b), obtained by setting \( \alpha = 0.5, \beta = 0.8, m = 3, n = 2, c_1 = 1, c_2 = 1, \kappa = -2.7 \), has an asymptotic behaviour determined by the value of \( c_2 \), which is indicated by the dotted line and the maximum value of the function is determined by the value \( c_1 \).
3. Figure 1c), obtained by setting \( \alpha = 0.7, \beta = 0.3, m = 3, n = 2, c_1 = -1, c_2 = 0.2, \kappa = 3.5 \). In this case, the function diverges to \(+\infty\) both at \( x = 0 \) and at \( x \to \infty \).
4. Figure 1d), obtained by setting \( \alpha = 0.7, \beta = 0.3, m = 3, n = 2, c_1 = -0.5, c_2 = 0.5, \kappa = -3 \). The function now diverges to \(+\infty\) at \( x = 0 \) and to \(-\infty\) at \( x \to -\infty \).

For \( G > 0 \) is an interesting family of elemental functions since:

- The value \( x = 0 \) is a local minimum or maximum in the domain \( \mathbb{R}^+ \cup \{0\} \).
- By extending the domain to negative numbers, the function takes complex values, it becomes multivalued and the concept of maximum, and minimum no longer makes sense.
- At least the first two derivatives are null in the minimum \( x = 0 \).
- When \( G = N \) is a natural positive exponent, the \( y \in C^\infty \) in \( \mathbb{R}^+ \cup \{0\} \). When \( G \) is not a natural number, there is a first non-null derivative a \( x = 0 \), which is infinite.
which is an interesting example of an elementary function (see Fig. 2).

5. Results of the $D^\alpha_{h,k,1}$ derivative for the Sturm-Liouville eigenvalue problem

We consider the fractional extension of the Sturm-Liouville eigenvalue problem.

$$D^\alpha_{h,k,1} \left( p(x) D^\alpha_{h,k,1} y(x) \right) + q(x)y(x) = -\lambda w(x)y(x),$$

$$0 < \alpha \leq 1, \quad 0 < \beta \leq 1, \quad a < x < b$$

(65)

where $p, D^\alpha_{h,k,1} \in \mathbb{R}$, $q$ and the weight functions $w$ are continuous on $(a, b)$, $p(x) > 0$, and $w(x) > 0$, on $[a, b]$, and the fractional derivative $D^\alpha_{h,k,1}$ is the generalized conformable fractional derivative. We consider Eq. (65) with boundary conditions

$$c_1 y(a) + c_2 y'(a) = 0, \quad c_1^2 + c_2^2 > 0,$$

$$r_1 y(b) + r_2 y'(b) = 0, \quad r_1^2 + r_2^2 > 0.$$  

(66)

(67)

If $D^\alpha_{h,k,1} D^\alpha_{h,k,1} y$ is continuous on $[a, b]$, then we say that $y$ is $2\gamma$-continuously differentiable on $[a, b]$. Let

$$L^\alpha_{h,k,1}(y) = D^\alpha_{h,k,1} \left( p(x) D^\alpha_{h,k,1} y(x) \right) + q(x)y(x).$$

(68)

Then we may write the fractional Sturm-Liouville eigenvalue problem as

$$L^\alpha_{h,k,1}(y) = -\lambda w(x)y(x).$$

(69)

Theorem 5.1 (New Lagrange identity).

Let $y_1, y_2$ be $2\gamma$-continuously differentiable on $[a,b]$, then the following holds:

$$\int_a^b \left( y_2 L^\alpha_{h,k,1}(y_1) - y_1 L^\alpha_{h,k,1}(y_2) \right) d\gamma(x)$$

$$= \left[ p(x) \left( y_2 D^\alpha_{h,k,1} y_1 - y_1 D^\alpha_{h,k,1} y_2 \right) \right]_a^b f(x) dx.$$  

(70)

Proof.

Let $F_4(x, \alpha, \beta) = y_2 L^\alpha_{h,k,1}(y_1) - y_1 L^\alpha_{h,k,1}(y_2)$, then:

$$\int_a^b F_4(x, \alpha, \beta) d\gamma(x)$$

$$= \int_a^b y_2 D^\alpha_{h,k,1} \left( p(x) D^\alpha_{h,k,1} y_1 \right) d\gamma(x)$$

$$- \int_a^b y_1 D^\alpha_{h,k,1} \left( p(x) D^\alpha_{h,k,1} y_2 \right) d\gamma(x)$$

$$= \left[ p(x) y_2 D^\alpha_{h,k,1} y_1 \right]_a^b - \int_a^b \left( p(x) y_2 D^\alpha_{h,k,1} y_1 \right) \left( y_1 D^\alpha_{h,k,1} y_2 \right) d\gamma(x)$$

$$- \left[ p(x) y_1 D^\alpha_{h,k,1} y_2 \right]_a^b + \int_a^b \left( p(x) y_1 D^\alpha_{h,k,1} y_2 \right) \left( y_1 D^\alpha_{h,k,1} y_1 \right) d\gamma(x)$$

$$= \left[ p(x) \left( y_2 D^\alpha_{h,k,1} y_1 - y_1 D^\alpha_{h,k,1} y_2 \right) \right]_a^b.$$  

(71)

Lemma 5.2

Let $y_1$ and $y_2$ in $C^1[a, b]$, which satisfy the boundary conditions (66) and (67). Then it holds that:

$$\left[ p(x) \left( y_2 D^\alpha_{h,k,1} y_1 - y_1 D^\alpha_{h,k,1} y_2 \right) \right]_a^b = 0. \quad (71)$$

Proof.

Let $F_5(x, \alpha, \beta) = p(x) \left( y_2 D^\alpha_{h,k,1} y_1 - y_1 D^\alpha_{h,k,1} y_2 \right)$, then:

$$F_5(x, \alpha, \beta)|_a^b = \left[ p(b) \left( y_2 D^\alpha_{h,k,1} y_1 - y_1 D^\alpha_{h,k,1} y_2 \right) \right]_a^b$$

$$- \left[ p(a) \left( y_2 D^\alpha_{h,k,1} y_1 - y_1 D^\alpha_{h,k,1} y_2 \right) \right]_a^b$$

$$- y_1 (b) D^\alpha_{h,k,1} y_2 (b) - y_1 (a) D^\alpha_{h,k,1} y_2 (a). \quad (72)$$

Since $c_1^2 + c_2^2 > 0$ and $r_1^2 + r_2^2 > 0$, we first assume that $c_1 \neq 0$ and $r_1 \neq 0$, then:

$$y(a) = -\frac{c_2}{c_1} y'(a), \quad (73)$$

$$y(b) = -\frac{r_2}{r_1} y'(b). \quad (74)$$
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Thus
\[
y_2(b) D^\alpha,\beta_{h,k,1} y_1(b) - y_1(b) D^\alpha,\beta_{h,k,1} y_2(b) = -\frac{r_2}{r_1} y_2(b)
\times \left( y_2(b) h^{\beta}(b) k^{1-\alpha}(b) y_1'(b) - y_1(b) h^{\beta}(b) k^{1-\alpha}(b) y_2'(b) \right) = 0,
\]
(75)
\[
y_2(a) D^\alpha,\beta_{h,k,1} y_1(a) - y_1(a) D^\alpha,\beta_{h,k,1} y_2(a) = -\frac{c_2}{c_1}
\times \left( y_2(a) h^{\beta}(a) k^{1-\alpha}(a) y_1'(a) - y_1(a) h^{\beta}(a) k^{1-\alpha}(a) y_2'(a) \right) = 0.
\]
(76)

**Definition 1.** We say that \( f \) and \( g \) are \( \gamma \)-orthogonal with respect to the weight function \( \mu(x) \geq 0 \), if
\[
\int_a^b f(x) \mu(x) g(x) \, dx = 0.
\]
(77)

**Theorem 5.3**

The eigenfunctions of the fractional eigenvalue problem (65,66,67) corresponding to distinct eigenvalues are \( \gamma \)-orthogonal with respect to a weight function \( w(x) \).

**Proof.**

Let \( \lambda_1 \) and \( \lambda_2 \) be two distinct eigenvalues, and \( y_1 \) and \( y_2 \) are the corresponding eigenfunctions, then
\[
\begin{align*}
L^\alpha,\beta_{h,k,1}(y_1) &= -\lambda_1 w(x) y_1, \\
L^\alpha,\beta_{h,k,1}(y_2) &= -\lambda_2 w(x) y_2,
\end{align*}
\]
(78)
\[
y_2 L^\alpha,\beta_{h,k,1}(y_1) - y_1 L^\alpha,\beta_{h,k,1}(y_2) = - (\lambda_1 - \lambda_2) w(x) y_1 y_2,
\]
(80)
\[
- (\lambda_1 - \lambda_2) \int_a^b w(x) y_1 y_2 \, d\gamma(x) = \int_a^b y_2 L^\alpha,\beta_{h,k,1}(y_1) \, d\gamma(x) - \int_a^b y_1 L^\alpha,\beta_{h,k,1}(y_2) \, d\gamma(x).
\]
(81)

From the New Lagrange identity Eq. (70) and Lemma 5.2, Eq. (71):
\[
(\lambda_1 - \lambda_2) \int_a^b w(x) y_1 y_2 \, d\gamma(x) = 0.
\]
(82)

Since \( \lambda_1 \neq \lambda_2 \)
\[
\int_a^b w(x) y_1 y_2 \, d\gamma(x) = 0.
\]
(83)

**Theorem 5.4**

The eigenvalues of the fractional eigenvalue problem (65,66,67) are real.

**Proof.** Let \( y \) be a solution of the fractional Sturm-Liouville eigenvalue problem. Taking the complex conjugate of Eq. (68) and Eq. (69) and using the fact that \( p(x) \), \( q(x) \), and \( w(x) \) are real-valued functions, we have:
\[
L^\alpha,\beta_{h,k,1}(y) = D^\alpha,\beta_{h,k,1} \left( p(x) D^\alpha,\beta_{h,k,1} y \right) + q(x)y
\]
\[
= -\lambda w(x)y,
\]
(84)
\[
c_1 \overline{y}(a) + c_2 \overline{y}'(a) = 0,
\]
(85)
\[
r_1 \overline{y}(a) + r_2 \overline{y}'(b) = 0,
\]
(86)
\[
\overline{y} L^\alpha,\beta_{h,k,1}(y) - y L^\alpha,\beta_{h,k,1}(y) = - (\lambda - \overline{\lambda}) w(x)y \overline{y}
\]
\[
- (\lambda - \overline{\lambda}) w(x) |y(x)|^2.
\]
(87)

Then, from Lemma 5.2, Eq. (71) and Theorem 5.3,
\[
(\lambda - \overline{\lambda}) \int_a^b w(x) |y(x)|^2 \, d\gamma(x) = 0.
\]
(88)

Thus
\[
\lambda = \overline{\lambda}.
\]
(89)

**Definition 2.**

Let \( f \) and \( g \) be \( \gamma \)-differentiable. The new Wronskian function is defined by
\[
W^\alpha,\beta_{h,k,1}(f, g) = f D^\alpha,\beta_{h,k,1} g - g D^\alpha,\beta_{h,k,1} f.
\]
(90)

**Theorem 5.5**

Let \( y_1 \) and \( y_2 \) be \( 2\gamma \)-continuously differentiable on \( [a,b] \); they are linearly independent solutions of (65), then:
\[
W^\alpha,\beta_{h,k,1}(y_1, y_2) = \frac{W^\alpha,\beta_{h,k,1}(y_1(y_2))(a)p(a)}{p(x)}.
\]
(91)

**Proof.**

\[
D^\alpha,\beta_{h,k,1} W^\alpha,\beta_{h,k,1}(y_1, y_2) = D^\alpha,\beta_{h,k,1} \left[ y_1 D^\alpha,\beta_{h,k,1} y_2 - y_2 D^\alpha,\beta_{h,k,1} y_1 \right]
\]
\[
= y_1 D^\alpha,\beta_{h,k,1} D^\alpha,\beta_{h,k,1} y_2 + D^\alpha,\beta_{h,k,1} y_1 D^\alpha,\beta_{h,k,1} y_2
\]
\[
- y_2 D^\alpha,\beta_{h,k,1} D^\alpha,\beta_{h,k,1} y_1 - D^\alpha,\beta_{h,k,1} y_1 D^\alpha,\beta_{h,k,1} y_2.
\]
(92)

Analogously, applying the product rule to Eq. (65)
\[
D^\alpha,\beta_{h,k,1} D^\alpha,\beta_{h,k,1} y = -\frac{1}{p} \left( D^\alpha,\beta_{h,k,1} p D^\alpha,\beta_{h,k,1} y \right) + (q + \lambda w) y.
\]
(93)
Substituting into Eq. (92): 
\[ D_{h,k,l}^{\alpha,\beta} W_{h,k,l}(y_1,y_2) = \frac{-y_1}{p} \left( D_{h,k,l}^{\alpha,\beta} p D_{h,k,l}^{\alpha,\beta} y_2 + (q + \lambda w) y_2 \right) + \frac{y_2}{p} \left( D_{h,k,l}^{\alpha,\beta} p D_{h,k,l}^{\alpha,\beta} y_1 + (q + \lambda w) y_1 \right) = - \frac{D_{h,k,l}^{\alpha,\beta} p}{p} \left( y_1 D_{h,k,l}^{\alpha,\beta} y_2 - y_2 D_{h,k,l}^{\alpha,\beta} y_1 \right) = - \frac{D_{h,k,l}^{\alpha,\beta} p}{p} W_{h,k,l}(y_1,y_2). \] 
\[ (94) \]
Solving the differential equation, 
\[ W_{h,k,l}(y_1,y_2) = \frac{c}{p}. \] 
\[ (95) \]
Then: 
\[ W_{h,k,l}(y_1,y_2)(a) = \frac{c}{p(a)}. \] 
\[ (96) \]
Thus: 
\[ W_{h,k,l}(y_1,y_2) = \frac{W_{h,k,l}(y_1,y_2)(a)p(a)}{p(x)}. \]

**Theorem 5.5**

The eigenvalues of the fractional eigenvalue problem (65) (66) (67) are simple.

**Proof.** Let \( y_1 \) and \( y_2 \) be two eigenfunctions for the same eigenvalue \( \lambda \): 
\[ y_2 L_{h,k,l}(y_1) - y_1 L_{h,k,l}(y_2) = -(\lambda - \lambda) w(x)y_1 y_2, \] 
\[ y_2 L(y_1,\alpha) - y_1 L(y_2,\alpha) = 0. \]
\[ (97) \]
\[ (98) \]
\[ \lambda = \frac{\int_a^b p(x) \left( D_{h,k,l}^{\alpha,\beta} y \right)^2 \, d\gamma(x) - \int_a^b q(x) y^2 \, d\gamma(x) - \int_a^b p(x) y D_{h,k,l}^{\alpha,\beta} \, \left| y_x \right|^2 \, d\gamma(x)}{\int_a^b w(x) y^2 \, d\gamma(x)}. \] 
\[ (102) \]

**Proof.** Multiplying Eq. (65) by \( y \) and integrating 
\[ \int_a^b y D_{h,k,l}^{\alpha,\beta} p(x) D_{h,k,l}^{\alpha,\beta} \, d\gamma(x) + \int_a^b q(x) y^2 \, d\gamma(x) = -\lambda \int_a^b w(x) y^2 \, d\gamma(x) \]
\[ p(x) y D_{h,k,l}^{\alpha,\beta} \bigg|_a^b - \int_a^b p(x) \left( D_{h,k,l}^{\alpha,\beta} y \right)^2 \, d\gamma(x) + \int_a^b q(x) y^2 \, d\gamma(x) = -\lambda \int_a^b w(x) y^2 \, d\gamma(x). \] 
\[ (103) \]
Solving for \( \lambda \), it then follows Eq. (102).

**5.1. The Euler-Lagrange equation**

**Theorem 5.8 (Euler-Lagrange equation)** Let \( \mathcal{J} \) be a function of the form 
\[ \mathcal{J}(y) = \int_a^b L \left( x, y(x), D_{h,k,l}^{\alpha,\beta} y(x) \right) \, d\gamma(x), \] 
\[ (104) \]
with \( L \in C^1([a,b] \times \mathbb{R}^2) \), and \( 0 < \alpha, \beta \leq 1 \). Let \( y : [a,b] \to \mathbb{R} \) be a \( \gamma \)-differentiable function with \( y(a) = y_a \), and \( y(b) = y_b \in \mathbb{R} \). Let \( y(\partial L/\partial D_{h,k,l}^{\alpha,\beta} y) \) be a differentiable function, and \( (\partial L/\partial D_{h,k,l}^{\alpha,\beta} y) \) be \( \gamma \)-differentiable. If \( y \) is an outer of \( \mathcal{J} \), then \( y \) satisfies the following Euler-Lagrange
where $\epsilon$ is a constant and $\overline{\eta}(x)$ satisfies the same boundary conditions as $y$, $\eta(x)$ is an arbitrary $\gamma$-differentiable function, which satisfies the boundary conditions $\eta(a) = \eta(b) = 0$.

Since $\Delta = \Delta(\epsilon)$, to make $\Delta$ stationary
\[
\left.\frac{d}{d\epsilon}\right|_{\epsilon=0} b \int_a^b L\left(x, y(x), D_{h,k,l}^{\alpha, \beta} y(x)\right) d\gamma(x) = 0
\]
\[
\left.\frac{d}{d\epsilon}\right|_{\epsilon=0} b \int_a^b \left[\frac{\partial L}{\partial \overline{\eta}} \frac{\partial \overline{\eta}}{\partial \epsilon} + \frac{\partial L}{\partial y} \frac{\partial D_{h,k,l}^{\alpha, \beta} y}{\partial \epsilon}\right] d\gamma(x) = 0
\]
Applying the fractional chain rule (Property 8),
\[
\left.\frac{d}{d\epsilon}\right|_{\epsilon=0} b \int_a^b \left[\frac{\partial L}{\partial \overline{\eta}} \frac{\partial \overline{\eta}}{\partial \epsilon} + \frac{\partial L}{\partial D_{h,k,l}^{\alpha, \beta} y} \frac{\partial D_{h,k,l}^{\alpha, \beta} y}{\partial \epsilon}\right] d\gamma(x) = 0
\]
\[
\int_a^b \left.\frac{\partial L}{\partial \overline{\eta}} \eta\right|_{\epsilon=0} d\gamma(x) + \int_a^b \left.\frac{\partial L}{\partial D_{h,k,l}^{\alpha, \beta} y} \eta\right|_{\epsilon=0} d\gamma(x) = 0.
\]
Integrating and applying the boundary conditions to $\eta(x)$ in the second integral,
\[
\int_a^b \left.\frac{\partial L}{\partial \overline{\eta}} + D_{h,k,l}^{\alpha, \beta} \left(\frac{\partial L}{\partial D_{h,k,l}^{\alpha, \beta} y}\right)\right] \eta\left|_{\epsilon=0}\right. d\gamma(x) = 0.
\]

Evaluating Eq. (111) at $\epsilon = 0$ it then follows Eq. (105).
The fractional Sturm-Liouville eigenvalue problem (65, 66, 67) is equivalent to the following:
Finding the stationary function $y(x)$ of
\[
F[y] = \int_a^b p\left(D_{h,k,l}^{\alpha, \beta} y\right)^2 d\gamma(x).
\]
Subject to $G[y] = 1$, where
\[
G[y] = \int_a^b w y^2 d\gamma(x).
\]
To find the stationary function of $F[y]$ subject to $G[y] = 1$, we first find the stationary value of $K[y] = F[y] - \lambda G[y]$, and then, eliminate $\lambda$ using $G[y] = 1$.

$$K[y] = \int_a^b \left[p\left(D_{h,k,l}^{\alpha, \beta} y\right)^2 - q y^2 - \lambda w y^2\right] d\gamma(x).$$

Applying the new Euler-Lagrange equation, Eq. (105), to Eq. (114) and rearranging:
\[
D_{h,k,l}^{\alpha, \beta} \left(p D_{h,k,l}^{\alpha, \beta} y\right) + q y = -\lambda w y,
\]
which is the Sturm-Liouville eigen-value problem defined in Eq. (65).

Multiplying (65) by $y$ and integrating by parts yields
\[
p D_{h,k,l}^{\alpha, \beta} \left(p D_{h,k,l}^{\alpha, \beta} y\right) + q y = -\lambda w y.
\]

Since the boundary conditions are of Neumann type, $p D_{h,k,l}^{\alpha, \beta} y\big|_a = 0$, thus
\[
\lambda \int_a^b w y^2 d\gamma(x) = \int_a^b \left(p D_{h,k,l}^{\alpha, \beta} y\right)^2 + q y^2 \right] d\gamma(x).
\]

Applying constrain Eq. (113) to Eq. (117),
\[
\lambda = \int_a^b \left(p D_{h,k,l}^{\alpha, \beta} y\right)^2 + q y^2 \right] d\gamma(x).
\]

That is, $\lambda$ is determined by $F[y]$ in Eq. (112).

Now we present some results, which we shall use later when solving some examples of the Sturm-Liouville eigenvalue problem.

**Lemma 5.9** Let $\alpha, \beta \in (0, 1]$, $h(x) > 0$, $k(x) > 0$ and $d\gamma(x) = h^{-\beta}(x)k^{\alpha-1}(x) dx$. Then,
\[
D_{h,k,l}^{\alpha, \beta} \left(\sin \left(\int d\gamma(t)\right)\right) = \cos \left(\int d\gamma(t)\right)
\]
\[
D_{h,k,l}^{\alpha, \beta} \left(\cos \left(\int d\gamma(t)\right)\right) = -\sin \left(\int d\gamma(t)\right)
\]
\[
D_{h,k,l}^{\alpha, \beta} e^{\left(\int d\gamma(t)\right)} = e^{\left(\int d\gamma(t)\right)}.
\]
Proof.

\[
D_{h,k,1}^{\alpha,\beta} \left( \sin \left( \int d\gamma(t) \right) \right) = h^{-\beta}(x) k^{1-\alpha}(x)
\]

\[
\frac{d}{dx} \sin \left( \int d\gamma(t) \right) = h^{-\beta}(x) k^{1-\alpha}(x) (h^{-\beta}(x) k^{1-\alpha}(x)) \cos \left( \int d\gamma(t) \right).
\]

The proof of Eq. (120) is similar to this one.

\[
D_{h,k,1}^{\alpha,\beta} e \left( \int d\gamma(t) \right) = h^{-\beta}(x) k^{1-\alpha}(x) e \left( \int d\gamma(t) \right) = h^{-\beta}(x) k^{1-\alpha}(x) (h^{-\beta}(x) k^{1-\alpha}(x)) e \left( \int d\gamma(t) \right).
\]

5.2. Examples

(1) Example 1. We now use the New Rayleigh Quotient in two examples to obtain a lower estimate for the first eigenvalue. Setting \( p = 1, q = 0, w = 1, h(x) = x, k(x) = x^2 \) and \( y(x) = x^{\alpha/2} - x^{\beta/2} \), which satisfies \( y(0) = y(1) = 0 \), then from Eq. (102):

\[
\lambda_1 \leq \frac{1}{1} \frac{\int (D_{h,k,1}^{\alpha,\beta} [x^{\alpha/2} - x^{\beta/2}])^2 (x^2)^{\alpha/2-1} x^{-\beta} \, dx}{\int (x^{\alpha/2} - x^{\beta/2})^2 (x^2)^{\alpha/2-1} x^{-\beta} \, dx} \leq \frac{1}{1} \frac{\alpha^2 \beta^2 \left( -\frac{4}{3} \alpha - \frac{4}{3} \beta + 1 \right)}{1} \frac{\alpha^2 \beta^2 \left( -\frac{2}{3} \alpha - \frac{2}{3} \beta + 1 \right)}{1} \frac{\alpha^2 \beta^2 \left( -\frac{1}{3} \alpha - \frac{1}{3} \beta + 1 \right)}{1}.
\]

If we set \( \alpha = 0.7 \) and \( \beta = 0.2 \)

\[
\lambda_1 = 0.613988.
\]

Applying the same conditions, except for \( \beta \) and \( h(x) \) and setting them \( \beta = h(x) = 1 \), then performing the integration, we recover the result from Abdeljawad and Al-Refai [5]:

\[
\lambda_1 \leq 10 \alpha^2.
\]

(2) Example 2. Now, we set \( p = 1, q = 0, w = 1, h(x) = x, k(x) = x^2 \), and \( y(x) = x^{1/3} - x^{1/5} \), which satisfies \( y(0) = y(1) = 0 \):

\[
\lambda_1 \leq \frac{1}{1} \frac{\int (D_{h,k,1}^{\alpha,\beta} [x^{1/3} - x^{1/5}])^2 (x^2)^{\alpha/2-1} x^{-\beta} \, dx}{\int (x^{1/3} - x^{1/5})^2 (x^2)^{\alpha/2-1} x^{-\beta} \, dx} \leq \frac{1}{1} \frac{\alpha^2 \beta^2 \left( -\frac{2}{3} \alpha + \frac{2}{3} \beta + 35 \right)}{1} \frac{\alpha^2 \beta^2 \left( -\frac{1}{3} \alpha + \frac{1}{3} \beta + 15 \right)}{1}.
\]

(3) Example 3. Solving the Eigenvalue Problem defined in (65) with \( p = 1, q = 0, w = 1 \), with the aid of Lemma 5.9, we get the eigenfunctions:

\[
y = \sin \left( \int \frac{x}{n \pi f(\alpha, \beta)} \, dx \right),
\]

with eigenvalues:

\[
\lambda = n^2 \pi^2 f^2(\alpha, \beta).
\]

If we set \( \alpha = 0.7, \beta = 0.2 \) and \( f(\alpha, \beta) = \beta \left( e^{-\alpha} + e^{-\beta} \right) \), we get:

\[
\lambda_1 = 0.682999.
\]

Setting \( f(\alpha, \beta) = \alpha \), for the first eigenvalue, we recover the result from Abdeljawad and Al-Refai:

\[
\lambda = \alpha^2 \pi^2.
\]
6. Conclusions

We introduced a new differential operator and explored its properties, and showed that we could recover both Khalil [1] and Katugampola’s [2] definitions of the conformable fractional derivative, as well as the regular integer-order derivative. We introduced the inverse operator \( I_{h,k}^\gamma \) and explored its properties, which allowed us to get an expression for Integration by parts analogous to the integer order expression. We also developed some operators, such as the anticommutator \( \hat{C}_{1,2,3} \) as well as a self-adjoint variant of it, \( \hat{A}_{2,3} \), which allowed us to recover the Sturm-Liouville operator in terms of integer order derivatives, by multiplying \( \hat{C}_{2,3} \) with an appropriate weight function which is the extra-term in our definition. Afterward we were able to show some examples of differential equations using this self-adjoint operator. We then considered a more general case by solving the Sturm-Liouville eigenvalue problem. We generalized the Rayleigh Quotient, the Lagrange identity, the Euler-Lagrange equation, and we showed that the eigenvalues are real and that the eigenfunctions are orthogonal. We then discussed some examples and compared the upper bound for the eigenvalues from the Rayleigh Quotient with the eigenvalues obtained by the eigenfunctions obtained by solving the Sturm-Liouville eigenvalue problem.
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