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1. Introduction

The idea of fractional derivative was first raised by L’Hospital
in 1695. Since then, several related new definitions have been
proposed. The most common ones are Riemann-Liouville
and Caputo definitions. For more information about the most
known fractional definitions, we refer to [1,2]. A new defi-
nition of fractional derivative and fractional integral has been
recently proposed by Khalilet al. in [3]. As a result, several
important elements of the mathematical analysis of functions
of a real variable have been formulated such as: chain rule,
fractional power series expansion and fractional integration
by parts formulas, Rolle’s Theorem, and Mean Value The-
orem [3-5, 40]. The conformable partial derivative of the
orderα ∈ (0.1] of the real-valued functions of several vari-
ables and conformable gradient vector are also defined. In
addition, a conformable version of Clairaut’s Theorem for
partial derivative is investigated in [6]. In [7], conformable
Jacobian matrix is defined, and chain rule for multivariable
conformable derivative is proposed. In [8], the conformable
version of Euler’s Theorem on homogeneous is introduced.
Furthermore, in a short time, various research studies have
been conducted on the theory and applications of fractional
differential equations in the context of this newly introduced
fractional derivative [9-18,23,24].

In addition, another new definition of local fractional
derivative is introduced by P. M. Guzmán et al. [25], and
it is called the non-conformable fractional derivative which
is considered as a natural extension of the usual derivative of

a function a point. The difference between conformable frac-
tional derivative and non-conformable fractional derivative is
that the tangent line angle is conserved in the conformable
one, while it is not conserved in the sense of nonconformable
one [25] (see also [26,34,36,37] for more new related results
about this newly proposed definition of non-conformable
fractional derivative). The definition of non-conformable
fractional derivative has been investigated and applied in var-
ious research studies and applications of physics and natu-
ral sciences such as the stability analysis, oscillatory char-
acter, and boundedness of fractional Liénard-type systems
[27,28,33], analysis of the local fractional Drude model
[29], Hermite-Hadamard inequalities [30], fractional Laplace
transform [31], fractional logistic growth models [32], oscil-
latory character of fractional Emden-Fowler equation [35],
asymptotic behavior of fractional nonlinear equations [38],
and qualitative behavior of nonlinear differential equations
[39].

This paper is organized as follows: In Sec. 2, the main
concepts of conformable fractional calculus are presented.
Section 3, we proved a conformable version of the con-
formable second-order Sturm-Picone identity. From this re-
sult, we establish the conformable Sturm-Liouville compar-
ison and separation theorems. Section 4, for a conformable
Sturm-Liouville problem, the Green function is constructed,
and its properties are studied. At the end, we prove the
generalized Hyers-Ulam stability of conformable inhomoge-
neous linear differential equations with homogeneous bound-
ary conditions.
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2. Basic definitions and tools

Definition 1. Given a functionf : [0∞) → R. Then, the
conformable fractional derivative of orderα, [3], is defined
by

(Tαf)(t) = lim
ε→0

f(t + εt1−α)− f(t)
ε

, (1)

for all t > 0, 0 < α ≤ 1. If f is α-differentiable in some
(0, a), a > 0, and limt→0+(Tαf)(t) exists, then it is defined
as

(Tαf)(0) = lim
t→0+

(Tαf)(t). (2)

Theorem 1. [3]. If a functionf : [0,∞) → R is α-
differentiable att0 > 0, 0 < α ≤ 1, thenf is continuous at
t0.

Theorem 2. [3]. Let 0 < α ≤ 1, and let f, g be α-
differentiable at a pointt > 0. Then

(i) Tα(af + bg) = a(Tαf) + b(Tαg), ∀ a, b ∈ R.

(ii) Tα(tp) = ptp−α, ∀p ∈ R.

(iii) Tα(λ) = 0, for all constant functionsf(t) = λ.

(iv) Tα(fg) = f(Tαg) + g(Tαf)

(v) Tα(f/g) = (g[Tαf ] + f [Tαg])/g2

(vi) If, in addition, f is differentiable, then(Tαf)(t) =
t1−α(df/dt)(t).

The conformable fractional derivative of certain func-
tions for the above definition is given as:

(i) Tα(1) = 0,

(ii) Tα(sin(at)) = at1−α cos(at),

(iii) Tα(cos(at)) = −at1−α sin(at),

(iv) Tα(eat) = aeat, a ∈ R.

Definition 2. The (left) conformable derivative starting from
a of a given functionf : [a,∞) → R of order 0 < α ≤ 1,
[4], is defined by

(T a
αf)(t) = lim

ε→0

f(t + ε(t− a)1−α)− f(t)
ε

, (3)

Whena = 0, it is written as (Tαf)(t). If f is α-
differentiable in some(a, b), then the following can be de-
fined as:

(T a
αf)(a) = lim

t→a+
(T a

αf)(a), (4)

Theorem 3 (Chain Rule). [4]. Assumef, g : (a,∞) → R
be (left) α-differentiable functions, where0 < α ≤ 1. By
letting h(t) = f(g(t)), h(t) is α-differentiable for allt 6= a
andg(t) 6= 0, therefore, we have the following:

(T a
αh)(t) = (T a

αf)(g(t)) · (T a
αg)(t) · (g(t))α−1, (5)

if t = a, then

(T a
αh)(a) = lim

t→a+
(T a

αf)(g(t)) · (T a
αg)(t) · (g(t))α−1, (6)

Theorem 4 (Rolle’s Theorem). [3]. Let a > 0, α ∈ (0, 1]
and f : [a,∞) → be a given function that satisfies the fol-
lowing:

- f is continuous on[a, b].

- f is α-differentiable on(a, b).

- f(a) = f(b).

Then, there existsc ∈ (a, b), such that(Tαf)(c) = 0.
Corollary 1 . Let I ⊂ [0,∞), α ∈ (0, 1] andf : I → R be a
given function that satisfies

- f is a differentiable onI .

- f(a) = f(b) = 0 for certainc ∈ I

Then, there existsc ∈ (a, b), such that(Tαf)(c) = 0.
Theorem 5. (Mean Value Theorem). [3]. Let a > 0,
α ∈ (0, 1] and f : [a,∞) → R be a given function that
satisfies

- f is continuous in[a, b].

- f is α-differentiable on(a, b).

Then, existsc ∈ (a, b) such that

(Tαf)(c) =
f(b)− f(a)

bα

α
− aα

α

, (7)

Theorem 6. [5]. Leta > 0, α ∈ (0, 1] and f : [a,∞) →
R be a given function that satisfies

- f is continuous in[a, b].

- f is α-differentiable on(a, b).

If (Tαf)(c) = 0 for all t ∈ (a, b), thenf is a constant on
[a, b].

Corollary 7 . [5]. Let a > 0, α ∈ (0, 1] and F,G :
[a,∞) → R be functions such that(TαF )(t) = (TαG)(t)
for all t ∈ (a, b). Then, there exists a constantC such that

F (t) = G(t) + C, (8)

The following definition is theα-fractional integral of a func-
tion f starting froma ≥ 0:

Definition 3.

Ia
α(f)(t) =

t∫

a

f(x)
x1−α

· dx,
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where the integral is the usual Riemann improper integral,
andα ∈ (01] [2].

Theorem 8. T a
αIa

α(f)(t) = f(t), for t ≥ a, wheref is
any continuous function in the domain ofIα.

Lemma 9. Let f : (a, b) → R be differentiable and
α ∈ (0, 1]. Then, for alla > 0, we have[3],

Ia
αT a

α(f)(t) = f(t)− f(a), (9)

Finally, we give the definition of non-conformableα-
Wronskian, which is necessary in the next section.

Definition 4. Let x and y be given conformableα-
differentiable functions on[a, b] with a ≥ 0 andα ∈ (0, 1].
We set the following:

Wα(x, y)(t) =

∣∣∣∣∣
x(t) y(t)

(Tαx)(t) (Tαy)(t)

∣∣∣∣∣. (10)

3. Sturm’s theorems

In this section, we consider the scalar fractional differential
equation of orderα + α as follows:

TαTαx(t) + p(t)Tαx(t) + q(t)x(t) = 0, (11)

with continuous functionsp and q, andα ∈ (0, 1]. Tradi-
tionally, from [19], two functionsx andy that are continuous
on [a, b] for some0 ≤ a < b, will be called linearly depen-
dent if there existc1, c2 ∈ R such that|c1| + |c1| > 0 and
c1x(t) + c2y(t) ≡ 0 for all t ∈ [a, b]. In the other case, they
are linearly independent.
Remark 1. We can write

Wα(x, y)(t) = e
− ∫ t

t0

p(x)
x1−α dx

Wα(x, y)(t0), (12)

for two solutionsx andy of [5] and somet0 ∈ (a, b). In fact,
we apply the operatorTα onWα(x, y)(t) to obtain

Tα(Wα(x, y)(t)) = Tα(x(t)Tαy(t)− y(t)Tαx(t)

= Tαx(t)Tαy(t) + x(t)TαTαy(t)

− Tαy(t)Tαx(t)− y(t)TαTαx(t).

However,x andy satisfies (11). Hence, we have:

TαTαx(t) = −p(t)Tαx(t)− q(t)x(t),

and

TαTαy(t) = −p(t)Tαy(t)− q(t)y(t).

Therefore, we get

Tα(Wα(x, y)(t)) = −(x(t)Tαy(t)− y(t)Tαx(t))p(t)

= −(Wα(x, y)(t))p(t).

Thus

Tα(Wα(x, y)(t))
Wα(x, y)(t)

= −p(t).

Consequently, we have

Wα(x, y)(t) = e
− ∫ t

t0
(p(x)/1−α)dx

Wα(x, y)(t0).

This completes the proof.
Similar to the classical case, by using the above formula,

we can immediately obtain the following equivalent condi-
tion of linear independence:

Theorem 10. Two solutions x and y of Eq. (11) defined
on [a,b] for some0 ≤ a < b are linearly independent if and
only if Wα(x, y)(t) 6= 0 for all t ∈ [a, b].

Now, we propose a conformable version of three classical
results, the Sturm-Picone identity, Sturm’s comparison, and
separation theorems of orderα + α [20].

Let us now introduce the conformable self-adjoint Sturm-
Liouville equation as follows:

−Tα(p1(t)Tαx(t)) + p0(t)x(t) = 0, (13)

−Tα(p1(t)Tαx(t)) + p0(t)x(t) = 0, (14)

wherep0, p1, q0, q1, Tα p1, Tαq1 are continuous on some
closed intervalI ⊂ [0,+∞), p1 > 0, q1 > 0 on I and
α ∈ (0, 1].

Theorem 11 (Conformable Picone Identity). If x(t),
y(t) and p1(t)Tαx(t), q1(t)Tαy(t) are α-differentiable for
t ∈ I andy(t) 6= 0 in I, then we obtain

Tα

(
x(t)
y(x)

[p1(t)y(t)Tαx(t)− q1(t)x(t)Tαy(t)]
)

= x(t)Tα(p1(t)Tαx(t))− (x(t))2

y(t)
Tα(q1(t)Tαy(t))

+ (p1(t)− q1(t))(Tαx(t))2 + q1(t)

×
(

Tαx(t)− x(t)
y(t)

Tαy(t)
)2

. (15)

Proof. This arises from the straightforwardα-
differentiation.

Theorem 12(Conformable Sturm’s Comparison Theo-
rem). Let 0?a < b be two consecutive zeros of a nontrivial
solutionx(t) of Eq. (3.3). Suppose that

(i) 0 < q1(t) ≤ p1(t),

and

(ii) q0(t) ≤ p0(t),

for all t ∈ [a, b]. Then, every solutiony(t) of Eq. (14) has at
least one zero in the closed interval [a,b].

Proof. If x(t) andy(t) are solutions of (13) and (14),
respectively, andy(t) 6= 0 for all t ∈ [a, b], then the
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conformable Picone identity (15) yields on substitution of
Eq. (13) and (14) as follows:

Tα

(
x(t)
y(t)

[p1(t)y(t)Tαx(t)− q1(t)x(t)Tαy(t)]
)

= (p0(t)− q0(t))(x(t))2 + (p1(t)− q1(t))(Tαx(t))2

+ q1(t)
(

Tαx(t)− x(t)
y(t)

Tαy(t)
)2

.

Integrating over[a, b]; therefore, we have (see Lemma 9),

b∫

a

(
(p0(t)− q0(t))(x(t))2 + (p1(t)− q1(t))(Tαx(t))2

+ q1(t)
[
Tαx(t)− x(t)

y(t)
Tαy(t)

]2
)

1
t1−α

dt

=
[
x(t)
y(t)

[p1(t)y(t)Tαx(t)− q1(t)x(t)Tαy(t)
]t=b

t=a

.

(16)

The right-hand side of Eq. (16) evaluates to zero by as-
sumingx(a) = x(b) = 0, andy(a) 6= 0, y(b) 6= 0. Since
q1(t) > 0 in [a, b], the third term of the integrand is nonneg-
ative over[a, b]. Hence, we must have either

(i) Tαx(t)− (x(t)/y(t))Tαy(t) ≡ 0 in [a, b]

or

(ii)

b∫

a

([p0(t)−q0(t)](x(t))2+[p1(t)−q1(t)](Tαx(t))2)

× (1/t1−α)dt < 0.

However, case (ii) gives an immediate contradiction since
p0(t) − q0(t) ≥ 0 andp1(t) − q1(t) ≥ 0 by assumption. In
Case (i), we are also led to a contradiction since (i) implies

y(t)Tαx(t)− x(t)Tαy(t)
(y(t))2

= Tα

(
x(t)
y(t)

)
≡ 0,

or (t) ≡ ky(t) for all t ∈ [a, b], for somek 6= 0, but
y(a) = y(b) = 0 which is a contrary to our assumption.

Theorem 13 (Conformable Sturm’s Separation Theo-
rem) . Let0 ≤ a < b be two consecutive zeros of a nontrivial
solutionx(t) of Eq. (13). Lety(t) be any other solution of
Eq. (13) which is linearly independent ofx(t). Then,y(t)
has exactly one zero of the interval (a, b). In other words, the
zeros of any two linearly independent solutions of (13) are
interlaced.

Proof. On the contrary, suppose thaty(t) 6= 0 for all
t ∈ (a, b). Sincex(t) andy(t) are linearly independent, it
follows thaty(a) 6= 0; otherwise, we would have

Wα(x, y)(a) =
∣∣∣∣

x(a) y(a)
Tαx(t) Tαy(t)

∣∣∣∣ = 0,

which implies that the conformable Wronskian,
Wα(x, y)(t), is zero for all t and thatx(t) and y(t) are
linearly dependent. For the same reason, we know that
y(b) 6= 0, but whenq1(t) ≡ p1(t) and q0(t) ≡ p0(t),
Eq. (16) becomes

b∫

a

p1(t)
(

Tαx(t)− x(t)
y(t)

Tαy(t)
)2 1

t1−α
dt

=
[
x(t)
y(t)

p1(t)(y(t)Tαx(t)− x(t)Tαy(t))
]t=b

t=a

.

Sincey(a) 6= 0 andy(b) 6= 0, the right-hand side eval-
uates to zero. Sincep1(t) > 0 in [a, b], it follows that
Tαx(t)− (x(t)/y(t))Tαy(t) ≡ 0, or

Wα(x, y)(t) = y(t)Tαx(t)− x(t)Tαy(t) ≡ 0,

for all t ∈ (a, b). Hence,x(t) andy(t) are linearly dependent
on (a, b) which is a contrary to our assumption.
Remark 2.

(i) Conformable Sturm’s Comparison Theorem guaran-
tees the existence of at least one zero.

(ii) The assumptionq0(t) ≤ p0(t) cannot be dropped.
Consider the equation ont ≥ 0, TαTαx(t) + x(t) =
0(p1(t) = 1 , p0(t) = −1) andTαTαy(t) − y(t) =
0(q1(t) = 1, q0(t) = 1) and letx(t) andy(t) be their
non-trivial solutions, respectively. Between any two
zeros ofx(t), y(t) does not admit a zero.

(iii) Consider the equation ont ≥ 0, TαTαx(t) + x(t) =
0(p1(t) = 1, p0(t) = −1) andTαTαy(t) + 4y(t) =
0(q1(t) = 1, q0(t) = −4), and letx(t) = sin(tα/α)
andy(t) = sin(2tα/α) be their non-trivial solutions,
respectively. However, there is no zero ofx(t) between
two consecutive zeros ofy(t).

Remark 3. An important application of Sturm’s Comparison
Theorem is to provide a good understanding of the zero set on
non-trivial solutions of Conformable Bessel’s Equation. The
Conformable Bessel’s Equation is given by

t2αTαTαy(t) + αtαTαy(t) + α2(t2α − p2)y(t) = 0, (17)

whereα ∈ (0, 1] andp ≥ 0. Clearly, if α = 0, the above
equation is just the classical Bessel Equation, [19]. For more
information about the conformable Bessel’s function in the
solution of wave equation, we refer to [21].

For t > 0, making a change variabley = v/tα/2, the
Eq. (17) transforms into

TαTαy(t) + α2

(
1 +

1− 4p2

4t2α

)
v(t) = 0. (18)
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(To obtain the above equation, we start differentiating the
equationtα/2y = v).
Case 1:p > 1/2. In this case, compare (18) with

TαTαy(t) + α2y(t) = 0,

which has a solutionsin(tα) with zeros att = (nπ)1/α,
n ∈ N . Therefore, a solution of (18) has at least one zero on
each of the open interval([{n− 1}π]1/α, (nπ)1/α], n ∈ N .
Case 1:: 0 < p < 1/2. In this case, compare (18) with

TαTαy(t) + α2y(t) = 0,

and conclude that between any two consecutives zeros,a and
b of v(t), there exists one zero ofsin(tα). Thus, we have
a < (nπ)1/α < b for somen ∈ N .

4. The study of conformable Green’s Func-
tions

4.1. Conformable Green’s Functions

In this section, we consider the conformable Sturm- Liouville
system

Tα(p(t)Tαx(t))+(λρ(t)−q(t))x(t)=0 (19a)
a1x(a) + a2Tαx(a) = 0 (19b)
b1x(a) + b2Tαx(a) = 0 (19c)



 , (19)

|a1|+ |a2| 6= 0, |b1|+ |b2| 6= 0,

with continuous functionsp(t), q(t) and ρ(t) on [a, b] for
some0 ≤ a < b, such thatρ(t) ≥ 0 andp(t) ≥ 0 for all
t ∈ [a, b] andα ∈ (0, 1].
Definition 5. Let Q denote the squareQ = [a, b]× [a, b] for
some0 ≤ a < b, in thet ∈-plane. A functionGα(t, ε) de-
fined inQ is called conformable Green’s Function of Sturm-
Liouville system (19), if it has the following properties:

(i) The functionGα(t, ε) is continuous inQ.

(ii) Letε ∈ (a, b) be fixed. Then,Gα(t, ε) has conformable
partial derivatives of left and right with respect to vari-
ablet, for t = ε, and it is verified as follows:

∂α

∂tα
Gα(ε+, ε)− ∂α

∂tα
Gα(ε−, ε) = − 1

p(ε)
.

(iii) Let ε ∈ [a, b] be fixed. Then,Gα(t, ε) has continuous
conformable partial derivatives of first and second or-
der with respect to variablet, if t 6= ε, and it is verified
as follows:

∂α

∂tα
(p(t)TαGα(t, ε)) + (λρ(t)− q(t))Gα(t, ε) = 0.

(iv) Let ε ∈ (a, b) be fixed. Then,Gα(t, ε) satisfies the
boundary conditions (19b) and (19c).

Theorem 14. Let x1(t) andx2(t) be two solutions of (19a)
that verify condition (19b). Then,x1(t) and x2(t) are lin-
early dependent.
Proof. Since|a1|+ |a2| 6= 0, it follows from

a1x1(a) + a2Tαx1(a) = 0,

a1x1(a) + a2Tαx1(a) = 0,

that

Wα(x, y)(a) =
∣∣∣∣

x1(a) x2(a)
Tαx1(a) Tαx2(a)

∣∣∣∣ = 0.

Therefore,x1(t) andx2(t) are linearly dependent.
Theorem 15. Let x1(t) andx2(t) be two solutions of (19a)
that verify condition (19c). Then,x1(t) andx2(t) are linearly
dependent.
Proof. It is analogous to the proof of the above theorem.
Theorem 16. System (19) has no Green’s Function ifλ is
an eigenvalue.
Proof. Let x1(t) be an eigenfunction of system (19). Let
x2(t) be a solution of (19a) linearly independent ofx1(t).
From Theorems 14 and 15, it turns out thatx2(t) does not
verify the conditions (19b) and (19c).

According to the condition (iii) ofGα(t, ε), the said func-
tion is a solution of (19a) in the intervalsa ≤ t < ε and
ε < t ≤ b, so it has the following form:

Gα(t, ε) =
{

A1(ε)x1(t) + A2(ε)x2(t) a ≤ t < ε
B1(ε)x1(t) + B2(ε)x2(t) ε < t ≤ b

.

Let us now express thatGα(t, ε) meets the condition (iv)

a1

(
A1(ε)x1(a) + A2(ε)x2(a)

)

+ a2

(
A1(ε)Tαx1(a) + A2(ε)Tαx2(a)

)
= 0,

b1

(
B1(ε)x1(b) + B2(ε)x2(b)

)

+ b2

(
B1(ε)Tαx1(b) + B2(ε)Tαx2(b)

)
= 0.

Sincex1(t) meets both conditions (19b) and (19c), the
above equalities are reduced to

A2(ε)(a1x2(a) + a2Tαx2(a)) = 0,

B2(ε)(b1x2(b) + b2Tαx2(b)) = 0.

On the contrary, we have

a1x2(a) + a2Tαx2(a) 6= 0,

b1x2(b) + b2Tαx2(b) 6= 0.

so that

A2(ε) = 0, a ≤ t < ε,

B2(ε) = 0, ε < t ≤ b.
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From here, we have

Gα(t, ε) =
{

A1(ε)x1(t) a ≤ t < ε
B1(ε)x1(t) ε < t ≤ b

.

SinceGα(t, ε) is a continuous function, we obtain

lim
t→ε−

Gα(t, ε) = A1(ε)x1(ε)

= lim
t→ε+

Gα(t, ε) = B1(ε)x1(ε),

so that

A1(ε) = B1(ε), a < ε < b.

From here, it follows that

∂α

∂tα
Gα(ε+, ε)− ∂α

∂tα
Gα(ε−, ε) = 0,

which contradicts condition (ii).
Theorem 17. System (19) has one, and only one, Green’s
Function ifλ is not an eigenvalue.
Proof. Let x1(t) andx2(t) two solutions of (19) such that

x1(a) = a2, Tαx1(a) = −a1,

x2(b) = b2, Tαx2(b) = −b1.

Since|a1|+ |a2| 6= 0, |b1|+ |b2| 6= 0, x1(t) andx2(t) are
not null, they are also satisfying conditions (19b) and (19c),
respectively.

These solutions are linearly independent, since otherwise
it would be

x1(t) = µx2(t), µ 6= 0.

Therefore, we have

b1x1(b) + b2Tαx1(b) = µ[b1x2(b) + b2Tαx2(b)] = 0.

As a result,x1(t) would comply with (19b) and (19c).
This is not possible sincex1(t) is not an eigenfunction.

The reasoning as in the proof of Theorem 16, we have to

Gα(t, ε) =
{

A1(ε)x1(t) + A2(ε)x2(t) a ≤ t < ε
B1(ε)x1(t) + B2(ε)x2(t) ε < t ≤ b

.

Expressing thatGα(t, ε) meets the condition (iv), and it
turns out that

a1

(
A1(ε)x1(a) + A2(ε)x2(a)

)

+ a2

(
A1(ε)Tαx1(a) + A2(ε)Tαx2(a)

)
= 0,

b1

(
B1(ε)x1(b) + B2(ε)x2(b)

)

+ b2

(
B1(ε)Tαx1(b) + B2(ε)Tαx2(b)

)
= 0,

that is reduced to

A2(ε)(a1x2(a) + a2Tαx2(a)
)

= 0,

B1(ε)(b1x1(b) + b2Tαx1(b)
)

= 0,

from where it follows, remembering thatx1(t) andx2(t) are
not eigenfunctions and, therefore,a1x2(a)+a2Tαx2(a) 6= 0,
b1x1(b) + b2Tαx1(b) 6= 0,

A2(ε) = 0
B1(ε) = 0

}
a < ε < b.

Now, by applying conditions (i) and (ii), it turns out that

A1(ε)x1(ε) + B2(ε)x2(ε) = 0,

A1(ε)Tαx1(ε) + B2(ε)Tαx2(ε) =
1

p(ε)
,

which allows us to calculate the following:

A1(ε) =
−x2(ε)

p(ε)[x1(ε)Tαx2(ε)− x2(ε)Tαx1(ε)]
,

B2(ε) =
−x1(ε)

p(ε)[x1(ε)Tαx2(ε)− x2(ε)Tαx1(ε)]
.

Note thatx1(ε)Tαx2(ε)−x2(ε)Tαx1(ε) is nonzero since
it is conformable Wronskian of two linearly independent so-
lutions of Eq. (19).

Given the following:

Tα(p(t)Tαx1(t)) + (λρ(t)− q(t))x1(t) = 0,

Tα(p(t)Tαx2(t)) + (λρ(t)− q(t))x2(t) = 0.

By multiplying the first equation byx2(t), the second by
x1(t), and subtracting, we have

x2(t)Tα(p(t)Tαx1(t))− x1(t)Tα(p(t)Tαx2(t)) = 0

that can be written in the form

p(t)(x2(t)Tαx1(t))− x1(t)Tαx2(t)) = 0.

So,p(ε)(x2(ε)Tαx1(ε)−x1(ε)Tαx2(ε)) is a constantK
that does not depend onε.

Hence, we have

Gα(t, ε) =

{ 1
K x1(t)x2(ε) a ≤ t < ε

1
K x1(ε)x2(t) ε < t ≤ b

The conformable Green’s FunctionGα(t, ε) has the prop-
erties (i) - (iv). The uniqueness of this function is easily de-
duced from the method that we have followed to determine
Gα(t, ε).
Ejemple 1. Consider the system

TαTαx(t) + x(t) = 0 t ∈ [0, (απ)1/α]
x(0) + Tαx(0) = 0

x((απ)1/α) = 0





for someα ∈ (0, 1], we will find the corresponding con-
formable Green’s Function. In this casep(t) = 1, q(t) =
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−1, λ = 0, ρ(t) is any positive continuous function in
[0, (απ)(1/α)], a1 = 1, a2 = 1, b1 = 1, b2 = 0.

The general solution ofTαTαx(t) + x(t) = 0 is

x(t) = A cos
tα

α
+ B sin

tα

α
.

Then, we have

x(0) + Tαx(0) = A + B = 0,

x((απ)1/α) = −A = 0.

From hereA = 0, B = 0, so there was the conformable
Green’s Function of the given system.

The solutions ofTαTαx(t) + x(t) = 0; x1(t) =
cos tα/α+sin tα/α, x2(t) = sin tα/α satisfy the conditions
x(0) + Tαx(0) = 0, x((απ)(1/α)) = 0. The conformable
Green’s Function has the form

Gα(t, ε) =





1
K x2(ε)x1(t) 0 ≤ t < ε

1
K x1(ε)x2(t) ε < t ≤ (απ)1/α

so that

K = p(ε)(x2(ε)Tαx1(ε)− x1(ε)Tαx2(ε))

=
(
− sin

εα

α
+ cos

εα

α

)
sin

εα

α

−
(
− cos

εα

α
+ sin

εα

α

)
cos

εα

α
= −1.

Therefore, we obtain

Gα(t, ε)

=





− sin εα

α

(
cos tα

α + sin tα

α

)
0 ≤ t < ε

− (
cos εα

α + sin εα

α

)
sin tα

α ε < t ≤ (απ)1/α

4.2. The applicability of conformable Green’s function

In this section, we consider the system

Tα

(
p(t)Tαx(t)

)− q(t)x(t) = 0 (20a)
a1x(a) + a2(x)Tαx(a) = 0 (20b)
b1x(a) + b2(x)Tαx(b) = 0 (20c)



 (20)

obtained from (19) forλ = 0. We now propose to solve the
inhomogeneous system

Tα

(
p(t)Tαx(t)

)− q(t)x(t) = −f(t)
a1x(a) + a2(x)Tαx(a) = 0
b1x(a) + b2(x)Tαx(b) = 0

(21)

wheref(t) is a real continuous function in the interval[a, b]
for some0 ≤ a < b.
Theorem 18. If the homogeneous system (20) has its only
solution as the identically null function, then (21) has only
one solution, which is given by

x(t) =

b∫

a

Gα(t, ε)f(ε)
1

ε1−α
dε,

whereGα(t, ε) is the conformable Green’s Function of (20).
Proof. That homogeneous system (20) has its unique solution
as the identically null function which is equivalent to saying
thatλ = 0 is not an eigenvalue of (19); therefore, there is the
conformable Green’s Function of (20).

Let x1(t) andx2(t) be two linearly independent solutions
of (20a) that verify (20b) and (20c), respectively. Let us ap-
ply the conformable version of the method of variation of the
parameters to solve (20a). Then, we have

x(t) = A(t)x1(t) + B(t)x2(t)

Tα

(
p(t)

[
x1(t)TαA(t) + x2(t)TαB(t) + A(t)Tαx1(t)

+ B(t)Tαx2(t)
])−Q(t)

(
A(t)x1(t) + B(t)x2(t)

)

= −f(t),

that is to say

A(t)Tα

(
p(t)Tαx1(t)−A(t)q(t)x1(t)

]

+ B(t)Tα

(
p(t)Tαx2(t)−B(t)q(t)x2(t)

)

+ p(t)
(
TαA(t)Tαx1(t) + TαB(t)Tαx2(t)

)

+ Tα

(
p(t)

[
x1(t)TαA(t) + x2(t)TαB(t)

])
= −f(t),

that is

p(t)
(
TαA(t)Tαx1(t) + TαB(t)Tαx2(t)

)

+ Tα

(
p(t)[x1(t)TαA(t) + x2(t)TαB(t)]

)
= −f(t).

We make

x1(t)TαA(t) + x2(t)TαB(t) = 0,

and we have

p(t)
(
TαA(t)Tαx1(t) + TαB(t)Tαx2(t)

)
= −f(t)

so that

TαA(t) =
−x2(t)f(t)

p(t)
(
x2(t)Tαx1(t) + x1(t)Tαx2(t)

) ,

TαB(t) =
−x1(t)f(t)

p(t)
(
x2(t)Tαx1(t) + x1(t)Tαx2(t)

) .

We know, from the proof of Theorem 17, that
p(t)(x2(t)Tαx1(t) + x1(t)Tαx2(t)) is a constant, and it is
equal toK. On the contrary, we have

a1x(a) + a2Tαx(a) = a1

(
A(a)x1(a) + B(a)x2(a)

)

+ a2(x1(a)TαA(a) + x2(a)TαB(a) + A(a)Tαx1(a)

+ B(a)Tαx2(a)) = A(a)(a1x1(a) + a2Tαx1(a))

+ B(a)(a1x2(a) + a2Tαx2(a)) = B(a)(a1x2(a)

+ a2Tαx2(a)) = 0
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and sincex2(t) is not an eigenfunction of (20) it turns out
that

a1x2(a) + a2Tαx2(a) 6= 0,

so thatB(a) = 0.
By writing now the following:

b1x(b) + bTαx(a) = 0.

Similarly, we obtainA(b) = 0.
So, we have

A(t) =

t∫

a

x2(ε)
K

f(ε)
1

ε1−α
dε + C1,

and sinceA(b) = 0, we have to

A(t) = −
t∫

a

x2(ε)
K

f(ε)
1

ε1−α
dε

+

b∫

a

x2(ε)
K

f(ε)
1

ε1−α
dε =

b∫

t

x2(ε)
K

f(ε)
1

ε1−α
dε.

Analogously

B(t) = −
t∫

a

x1(ε)
K

f(ε)
1

ε1−α
dε.

Thus, we obtain

x(t) = A(t)x1(t) + B(t)x2(t)

=

b∫

t

x1(t)X2(ε)
K

f(ε)
1

ε1−α
dε

+

t∫

a

X1(ε)x2(t)
K

f(ε)
1

ε1−α
dε

=

b∫

a

Gα
3 (t, ε)f(ε)

1
ε1−α

dε,

where we have the following

Gα(t, ε) =

{ 1
K x1(t)x2(ε) a ≤ t < ε

1
K x1(ε)x2(t) ε ≤ t < b

.

which is the Green’s Function.
Example 2. By using the Green’s Function, we want to solve
the following system

TαTαx(t) + x(t) = etα/α t ∈ [0, (απ)1/α]

x(0) = 0

Tαx((απ)1/α) = 0





.

First, we find the conformable Green’s Function of the
homogeneous system.

We have following:

x(t) = A cos
(

tα

α

)
+ B sin

(
tα

α

)

X(0) = 0 = A

Tαx((απ)1/α) = 0 = B.

Therefore, the conformable Green’s Function exists. This
function can be written as

Gα(t, ε) =





cos
(

εα

α

)
sin

(
tα

α

)
0 ≤ t < ε

sin
(

εα

α

)
cos

(
tα

α

)
ε < t ≤ (απ)1/α

.

Therefore, our intended solution can be written as fol-
lows:

x(t) = −
(απ)1/α∫

0

Gα(t, ε)eεα/α 1
ε1−α

dε

= −
t∫

0

sin
(

εα

α

)
cos

(
tα

α

)
eεα/α 1

ε1−α
dε

−
(απ)1/α∫

t

cos
(

εα

α

)
sin

(
tα

α

)
eεα/α(απ)1/αdε

=−1
2

cos
(

tα

α

)(
eεα/α

[
sin

{
εα

α

}
− cos

{
εα

α

}]) ∣∣∣∣
ε=t

ε=0

−1
2

sin
(

tα

α

)(
eεα/α

[
sin

{
εα

α

}
− cos

{
εα

α

}]) ∣∣∣∣
ε=(απ)1/α

ε=t

=−1
2

cos
(

tα

α

)(
eεα/α

[
sin

{
tα

α

}
− cos

{
tα

α

}
+ 1

])

−1
2

sin
(

tα

α

)(
eπ − etα/α

[
sin

{
tα

α

}
− cos

{
tα

α

}])

eπ

(
− sin

[
tα

α

]
cos

[
tα

α

]
+

1
2

)

− 1
2

cos
(

tα

α

)
− 1

2
eπ sin

(
tα

α

)
.

Finally, we investigate the generalized Hyers-Ulam sta-
bility of the conformable linear inhomogeneous differential
equation of orderα + α (21) in the class of continuously
twiceα-differentiable functions.
Theorem 19. Let p, q, f : [a, b] → R be continuous func-
tions and letp beα-differentiable function on [a, b]. Assume
that the conformable homogeneous differential equation (20)
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has its only solution as the identically null function. If a twice
continuouslyα-differentiable functionx : [a, b] → R satis-
fies the inequality

|Tα(p(t)Tαx(t))− q(t)x(t) + f(t)| ≤ ϕ(t), (22)

for all t ∈ [a, b], whereϕ : [a, b] → [0,∞) is given that such
of the following integrals exists, then there exists a solution
x0 : [a, b] → R of (21) such that

|x(t)− x0(t)| ≤ 1
|K|

(
|x1(t)|

t∫

b

|x2(ε)|ϕ(ε)
1

ε1−α
dε

+ |x2(t)|
t∫

a

|x1(ε)|ϕ(ε)
1

ε1−α
dε

)
, (23)

whereK is a nonzero constant andx1(t) andx2(t) are two
linearly independent solutions of (20a) that verify (20b) and
(20c), respectively (see Theorem 18).
Proof. If we define a continuous functions : [a, b] → R by

s(t) = Tα(p(t)Tαx(t)− q(t)x(t)), (24)

for all t ∈ [a, b], then it follows (22) that

|s(t) + f(t)| ≤ ϕ(t), (25)

for all t ∈ [a, b]. In view of Theorem 18 and (24), we have

x(t) = −
b∫

a

Gα(t, ε)s(ε)
1

ε1−α
dε

= −
b∫

t

x1(t)x2(ε)
K

s(ε)
1

ε1−α
dε

−
t∫

a

x1(ε)x2(t)
K

s(ε)
1

ε1−α
dε (26)

whereK is a nonzero constant becausex1(t) andx2(t) are
two linearly independent solutions of (20a) that verify (20b)
and (20c), respectively (see Theorem 18). We now define a
functionx0 : [a, b] → R by

x0(t) =

b∫

t

x1(t)x2(ε)
K

f(ε)
1

ε1−α
dε

+

t∫

a

x1(ε)x2(t)
K

f(ε)
1

ε1−α
dε, (27)

for all t ∈ [a, b]. According to Theorem 18, it is obvious that
x0 is a solution of (21). Moreover, it follows from (25), (26)
and (27) that

|x(t)− x0(t)| ≤
∣∣∣∣−

b∫

t

x1(t)x2(ε)
K

(s(ε) + f(ε))
1

ε1−α
dε

−
t∫

a

x1(ε)x2(t)
K

(s(ε) + f(ε))
1

ε1−α
dε

∣∣∣∣

≤ 1
|K|

(
|x1(t)|

t∫

b

|x2(ε)|ϕ(ε)
1

ε1−α
dε

+ |x2(t)|
t∫

a

|x1(ε)|ϕ(ε)
1

ε1−α
dε

)

for all t ∈ [a, b].
Remark 4. Theorem 19 reduces to [22] (Theorem 3.2) in the
caseα = 0 and using the Green’s Function.

5. Conclusion

In this research paper, we have proposed some results re-
ferring to the conformable boundary value problems. The
conformable Sturm-Picone identity of orderα + α has been
proven, and its Sturm’s theorems of comparison and sepa-
ration have been successfully established. As in the classi-
cal case, an important application of the Sturm’s compari-
son theorem is to provide a clear understanding of the zero
set of non-trivial solutions of the conformable Bessel’s equa-
tion. For a conformable Sturm-Liouville system, we have
defined the Green’s function and established its properties.
The conformable Green’s function is applied to construct the
solution of the inhomogeneous problem of Sturm-Liouville,
whose associated homogeneous problem has its only solution
as the identically null function. Finally, we have proved the
generalized Hyers-Ulam stability of the conformable linear
inhomogeneous differential equation of orderα + α (21) in
the class of continuously twiceα-differentiable functions.
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25. P. M. Guzḿan, G. Langton, L. M. Lugo Motta Bittencurt, J.
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New Results on Nonconformable Fractional Calculus,Adv.
Dyn. Syst. Appl.13 (2018) 167.
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28. P. M. Guzḿan and J. E. Ńapoles Vald́es, A note on the oscil-
latory character of some non conformable generalized Liénard
system,Adv. Math. Models Appl. 4 (2019) 127.
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