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We report the results of a simulation of the laser-induced breakdown spectra of graphite in an atmosphere similar to that of Mars using a
non-equilibrium 3T-Eurlian fluid model. In our approach the atomic energy level populations were calculated using a collisional-radiative
(CR) NLTE-model taking into account the mixing between the plasma and the ambiant gas. The simulation was performed with the FLASH
radiation-hydrodynamics code. We have investigate the effects of laser irradiance and ambient CO2 pressure on the plasma parameters
namely the electron and ion temperatures and the electron and ion densities and the temporal variation of the fluid velocity with the laser
irradiance at constant pressure which indicate the presence of a shock front associated with the plasma initiation, dynamics, and expansion
into the ambient gas.
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1. Introduction

For centuries, the planet Mars has exerted a kind of fascina-
tion on humans. But if astronomers today are so interested in
the Red Planet, it is primarily because of its relative proxim-
ity makes it reachable to their probes and other rovers. More-
over, unlike the other planets of the Solar System, Mars un-
doubtedly experienced in the past conditions quite similar to
those prevailing on Earth which could have allowed the ap-
pearance of life - which remains to be confirmed [1].

Nasa Space missions steadily advanced our knowledge of
the planet. The main scientific goal of the Nasa’s Exploration
Program studies is to understand the formation and early evo-
lution of Mars as a planet, the history of geological processes
that have shaped Mars through time, the potential for Mars
to have hosted life, and the future exploration of Mars by hu-
mans [1].

Laser Induced Breakdown Spectroscopy (LIBS) has
made it possible to analyze numerous geological samples
on the surface of the Martian soil since 2012 thanks to the
ChemCam instrument installed on board the Curiosity rover,
the largest and most capable rover ever sent to Mars and
which has already carried out more than a million laser shots.
ChemCam is based on the technique of spectroscopic anal-
ysis induced by laser ablation. A powerful laser fires on a
target, which causes the volatilization of the material and the
appearance of a plasma whose fluorescence is analyzed [2].
Building on this success, LIBS was once again chosen by
NASA to be one of the analysis tools implemented by the
SuperCam instrument, installed on board the Perseverance
rover, which reached the Martian soil in February 2021 [3].

In an effort to better understand ChemCam LIBS spec-
tra numerical simulations in an approach complementary to
that based on mimicking the experimental conditions on Mars
in an Earth-based laboratory [4] has been performed [5–9].
Ewusi-Annanet al. [8] reported the results of a simulation

of the laser-induced breakdown spectra of graphite and syn-
thetic shergottite glass in an atmosphere similar to that of
Mars using a 1-D, Lagrangian hydrodynamic model and a lo-
cal thermodynamic equilibrium (LTE) approach for the emis-
sion spectra.

Hansen et al. [9] investigated the characteristics of
the LIBS plasma in Martian atmospheric conditions us-
ing stationary modeling of the LIBS plasma using a one-
dimensional model of the plasma divided into two zones
along the line of sight. Their simulations were based on local
thermal equilibrium and carried out using radiative transfer.

Most approaches for characterizing the LIBS plasma are
based on the assumption of local thermodynamic equilibrium
(LTE) due to the simplicity of the description of the plasma
in LTE although the validity of this assumption can only be
considered under certain experimental conditions at specific
time intervals after plasma initiation [9,10].

In a recent work, Albertiet al. [11] used a non-
equilibrium model for laser generated plasmas to investigate
plasma kernel dynamics. Laser-induced plasma simulations
were performed for nanosecond length pulses for a range of
ambient conditions and laser characteristics, and were able to
correctly predict the axial and radial sizes of the plasma and,
more importantly, to reproduce the propagation of the for-
ward and backward plasma waves observed in experiments
in air [12] and Argon [13].

In this paper, we present a novel simulation to model
the problem of laser-induced breakdown spectroscopy under
Martian conditions . This includes a three temperature (3T)
Eurlian radiation description with NLTE (non-local thermo-
dynamic equilibrium) approach for the emission spectra. To
model the laser target interaction in the presence of an am-
bient gas, the usual two temperature (2T) model [14] treat-
ment of plasma is not sufficient since there are a number
of physical processes that cause a deviation from electron-
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ion radiation thermal equilibrium, or which are critically af-
fected, such as laser heating, transport coefficients, shock
waves generation, diffusion effect of radiation, radiation ab-
sorption, emission from the plasma and slow equilibration
timescales. In order to include these effects, we have con-
sidered a 3T plasma model. The simulation was performed
with the FLASH radiation-hydrodynamics code [15] which
is a finite-volume Eulerian code that operates on a block-
structured mesh using Adaptive Mesh Refinement (AMR)
[16].

The term “three-temperature” (or “3T”) denotes the ap-
proximation that electrons and ions move together as a sin-
gle fluid but with two different temperatures, and that this
fluid can emit or absorb radiation. In the 3T simulations pre-
sented throughout this paper each cell has an electron tem-
perature, an ion temperature, and radiation energy densities
in a number of photon energy bins [17]. In our approach
the atomic energy level populations were calculated using
a collisional-radiative (CR) NLTE-model [18]. The plasma
simulations were allowed to evolve for different times utiliz-
ing the second-order unsplit time marching method of USM
algorithm [19], an extension of the corner transport upwind
(CTU) approach [20] reconstruction was done utilizing the
piecewise monotonized central (MC) limiter. The upwind
fluxes were computed with a Harten-Laxvan Leer Contact
(HLLC) Riemann solver [21]. Implicit solvers for radia-
tion and electron thermal conduction was carried out using
a conjugate gradient method (PCG), preconditioned with al-
gebraic multi-grid (AMG), as implemented in the HYPRE
library [22].

2. Modeling approach

2.1. Hydrodynamics and plasma radiation simulation

The Euler equations expressing conservation of mass, mo-
mentum, and total energy used to describe the evolution of a
hydrodynamics 3T plasma are given by [23,24]:

∂ρ

∂t
+∇.(ρ−→v ) = 0, (1)

∂

∂t
(ρ−→v ) +∇.(ρ−→v −→v ) +∇Ptot = 0, (2)

∂

∂t
(ρ−→v ) +∇. [(ρEtot + Ptot)−→v ] = Qlas −∇.−→q , (3)

where

Ptot = Pele + Pion + Prad, (4)

Etot = eele + eion + erad +
1
2
−→v −→v . (5)

Hereρ is the plasma mass density,−→v is the fluid velocity,
Ptot is the total pressure,Pele, Pion andPrad are the elec-
tron, the ion and the radiation pressure, respectively.Etot is
the total specific energy which includes the specific internal
energies of the electroneele, ionseion and the radiation field

erad along with the specific kinetic energy.Qlas is the energy
source due to laser heating.−→q is the total heat flux which
is the sum of the electron, the ion heat flux and the radiation
flux:

−→q = −→q ele +−→q ion +−→q rad, (6)

−→q ele = −Kele∇.Tele, (7)

−→q ion = −Kion∇.Tion, (8)

whereKele andKion are respectively the electron and the ion
thermal conductivity which are determined using the Spitzer
model [25,26]. In cases where a large values of|∇.Tele| and
|∇.Tion| would give rise to unphysically large heat fluxes,
this can be handled by the diffusion flux-limiter solver. The
maximum flux-limit used for electron−→q maxele , ion−→q maxion

thermal conductions, respectively are defined as [15]:

−→q maxele(ion) = αe(i)ne(i)kBTele(ion)

√
kBTele(ion)

me(i)
, (9)

wherekB is the Boltzmann constant,mi is the average mass
of an ion,me is the mass of electron,ne is the electron den-
sity,ni is the ion density.αe andαe are respectively the elec-
tron and the ion conductivity flux-limiter coefficient. This
coefficients are much less than 1 [26].

Since the plasma is assumed to have multi-temperatures,
additional equations must be evolved to describe the change
in specific internal energies of the ions, electrons, and radia-
tions field:

∂ρeion

∂t
+∇.(ρeion

−→v ) + Pion∇.−→v

= ρωei(Tele − Tion)−∇.−→q ion, (10)

∂ρeelec

∂t
+∇.(ρeelec

−→v ) + Pele∇.−→v = ρωei(Tion − Tele)

−∇.−→q ele + Qabs −Qemis + Qlas, (11)

∂ρerad

∂t
+∇.(ρerad

−→v ) + Prad∇.−→v

= −∇.−→q rad −Qabs + Qemis, (12)

whereeion is the ion specific internal energy,eele is the elec-
tron specific internal energy,erad is the radiation specific in-
ternal energy.Qlas is represents the energy source due to
laser heating.Qabs represents the increase in electron in-
ternal energy due to the total absorption of radiation,Qemis

represents the decrease in electron internal energy due to the
total emission of radiation.

Where ωei = Cv,e/τei is the electron-ion coupling
term, whereCv,e is the electron specific heat andτei is the
ion/electron equilibration time given by [26]:

τei =
3k

3/2
B

8
√

2πq4
e

.
(miTele + meTion)3/2

(memi)1/2Zni lnΛei

, (13)
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whereZ is the average ionization,ni the ionic density,qe the
electron charge andlnΛei is the Coulomb Logarithm associ-
ated to the ion-electron collisions [27].

FLASH code already provides a variety of directionally
split and unsplit methods for solving the system of Euler
equations of hydrodynamics (HD). The system of Eqs. (1),
(2), (3) is a mixed hyperbolic-parabolic system. First, all
the terms on the right-hand side of the equations are split off
from the solution of the non- ideal single-fluid hydrodynam-
ics. The latter is handled using the single step, time march-
ing algorithm of the unsplit staggered mesh (USM) [19, 31]
for cartesian coordinates. The right-hand terms of Eqs. (10),
(11), (12) is in turn split off and each term is handled sep-
arately. The first term on the right-hand side Eqs. (10), (11)
represents the exchange of energy between electrons and ions
through collisions, and it is handled by solving the system
as [15]:

∂eion

∂t
=

Cv,elec

τei
(Tele − Tion), (14)

∂eele

∂t
=

Cv,elec

τei
(Tion − Tele). (15)

The second term on the right-hand side of Eqs. (14) and (15)
represents the electron thermal conduction and the parabolic
terms, which are solved implicitly using the HYPRE library
[22], to retain large time steps.

The remaining terms on the right-hand of Eqs. (11) and
(12) describe radiation transport. The HYPRE library was
used to calculate the radiation diffusion.

FLASH code includes radiative transfer through the fol-
lowing equation:

1
c

∂I

∂t
+ Ω̂.∇I + ρκI = η, (16)

whereI(x, Ω̂, ν, t) is the specific radiation intensity at po-
sition x in the directionΩ̂, c is the speed of the light,ρ is
the mass densityκ(x, ν, t) is the opacity or absorption coef-
ficient, η(x, ν, t) is the emissivity,ν is the frequency. This
equation is coupled within FLASH to the electron internal
energy through:

∂uele

∂t
=

∫ ∞

O

dν

∫

4π

dΩ̂(ρκI − η), (17)

whereuele = ρ.eele represent the electron internal energy
density,eele is the internal electron energy, andρ the total
mass density.

The radiative transfer Eq. (16), and the electron internal
energy Eq. (17) equations are handled using multi-group dif-
fusion (MGD) approximation [32]. FLASH divided the fre-
quency space intoN groups, whereg is defined by the fre-
quency range fromνg to νg+1. For our Simulation the num-
ber of frequency groups used is 25, and the total quantities of

interest can be defined as summations over each group:

Qemis =
Ng∑
g=1

Qemis,g, (18)

Qabs =
Ng∑
g=1

Qabs,g, (19)

Qrad =
Ng∑
g=1

Qrad,g, (20)

urad =
Ng∑
g=1

urard,g, (21)

whereurad = ρerad is the radiation energy density, where
erad is the internal radiation energy.

The total energy density is given by:

ε = ρ.Etot = ρ.Einternal + ρ.Ekinetic

= ρ.(eele + eion + erad) +
1
2
ρ.−→v −→v . (22)

Then we solve the following system of equations, assum-
ing that the plasma emitted a radiation in a Planck spectrum
with an emission opacity given by:

1
c

∂urad

∂t
−∇.

(
1

3σt,g
∇urad

)
+ σa,gurad

= σe,gaT 4
ele

15
π4

[P (xg+1)− P (xg)] , (23)

∂uele

∂t
=

∑
g

(
σa,gurad − σe,gaT 4

ele

× 15
π4

[P (xg+1)− P (xg)]
)

, (24)

whereurad is the radiation energy density,σt,g is the trans-
port opacity for groupg, σa,g is the absorption opacity for
group g, σe,g is the emission opacity for groupg, a is the
radiation constant, andP (x) is the Planck integral. The ar-
gument to the Planck integral isx = hν/kT whereh is the
Planck’s constant. The second and third terms on the left-
hand side of equation Eq. (23) represent∇Qrad,g andQabs,g,
respectively. While the right-hand side of Eq. (23) represent
Qemis,g.

The last term of Eq. (11) represents the laser heating
Qlas,g, which is computed using an inverse Bremsstrahlung
model (described in Appendix A). The energy deposited by
the laser beam was calculated using the laser ray-trace algo-
rithm for planar and cylindrical geometries. This algorithm
was used by FLASH to calculates the paths of each rays using
the geometric optics approach [33]. Beams are the collection
of a number of rays whose paths are traced through the sim-
ulation domain based on the local index of refraction of each
cell. The power of the laser deposited in a cell is assumed to
be due to the inverse Bremsstrahlung power, which depends
on the electron temperature gradient and the electron number
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density gradient. The ion number densityni and the elec-
tron number densityne of our work were obtained from the
following equations [15]:

ni = NA
ρ

A
, (25)

ne = NAZ
ρ

A
, (26)

whereNA is the Avogadro number,A is the average atomic
mass,Z is the average ionization level, andρ is the mass
density.

2.2. Simulation code

The software used in our work is the FLASH Code [28]. It is
a multi-physics, multi-dimensional radiation-hydrodynamic,
and magneto-hydrodynamic (MHD) open-source code capa-
ble of handling different physics problems like plasma emis-
sion phenomena. Flash has also extensive high energy den-
sity plasmas (HEDP) capabilities for simulating laser-driven
plasma experiments [29], and a variety of partial differen-
tial equations (PDE) solver employed in the numerical mod-
eling. By a range of algorithms FLASH include adaptive
mesh refinement capabilities (AMR) [30]. This means that
the grid includes individual blocks which can be divided into
smaller blocks (children blocks), providing a better resolu-
tion in desired regions of the domain. The refinement can
be triggered by a chosen variables, such as density or tem-
perature. In our simulation we used 4 refinement variables:
density, electron temperature, ion temperature and pressure.
Unlike Lagrangian hydrodynamics code [8] where the mesh
moves with the fluid, FLASH code utilizes an Eulerian rep-
resentation of the fluid, where the stationary spatial mesh al-
lows fluid to move into and out of a cell, this gives FLASH
the feature of avoiding mesh entanglement, to handed multi-
complex fluid. HEDP capabilities includes range of algo-
rithms: three temperatures (electron, ion, and radiation) state-
of-the art radiation-hydrodynamics solver, including the ther-
mal conduction, multi-group radiation diffusion, tabulated
equations-of states, and laser ray-tracing model. The laser
ray-tracing model is in 1D, 2D, and 3D Cartesian coordinates
and in 2D cylindrical coordinate.

2.3. Equations of State (EOS) and opacities

The equations of state (EOS) for the target (Graphite) and
ambient gas (CO2) were used in the computation for the elec-
trons, ions and radiation pressures (Pele, Pion, Prad), the elec-
tron and ion specific heats (Cv,ele, Cv,ion ), electron, ion and
radiation internal energies (eele, eion, erad) and electron-ion
coupling term (ωei) from the plasma temperature and ion den-
sity grid. To compute tabulated EOS for NLTE plasma we
used the program IONMIX4 [18]. The IONMIX4 code was
also used to calculate tabulated emissivity and opacity for
NLTE used by FLASH code.

The IONMIX code computes the steady-state ionization
and excitation populations for a mixture of up to 10 differ-
ent atomic species. The radiative absorption, emission, and
scattering coefficients are calculated at a large number (∼
several hundred) of photon energies, and integrated over se-
lected energy intervals to determine the multi-group Planck
and Rosseland mean opacities. The code also calculates the
thermodynamic properties of the plasma, such as the specific
energy, average charge state, pressure, and heat capacity [18].

A temperature grid spanning 0.01-50 eV, ion density grid
in the range of 1012-1025 ion/cm3 and an energy grid from
1 to 6 eV were used in the calculation of the EOS and opac-
ity data respectively. The ionization potential energies of the
excited levels for carbon (C+1, C+2, C+3, C+4, C+5, C+6)
and oxygen (O+1, O+2, O+3, O+4, O+5, O+6, O+7, O+8)
were driven from the National Institute of Science and Tech-
nology (NIST) [34] and used by IONMIX4 to generate data
for the Graphite and Carbon dioxide (CO2). The populations
of atomic energy levels were calculated using a collisional-
radiatif non-local thermodynamic equilibrium (CR-NLTE)
model [18] (described in Appendix B). It should be noted
that in our simulation, the emission from molecules has not
been considered. Experimental evidence [35] confirms the
presence of molecules in the graphite plasma beyond a delay
time of 1µs. This suggests that the emission line intensities
of atomic species could be influenced by molecular formation
throughout the plasma’s duration. Notably, our simulation
accounts for a duration of only up to 1000 ns.

2.4. Design simulation setup

In order to simulate the ablation of the Graphite target and the
plasma formation in presence of an ambient gas (CO2), we
took advantage of support for multi-materials in the FLASH
Code. In our Simulation we have considered a 0.1 cm thick
and 0.5 cm radius flat solid graphite (ρ = 2.23 g/cm3) tar-
get irradiated by 1064 nm, 5 ns temporal “top-hat” shaped
laser pulse (Fig. 1) with laser energy on the targetElas =
15 mJ [36].

FIGURE 1. Top hat laser beam profile as function of time.
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FIGURE 2. Super-Gaussian laser intensity profile a) and the laser intensity as function of the spot size b) are given for 1 GW/cm2 (1st row)
and for 4 GW/cm2 (2nd row).

The spatial profile of the laser intensity was assumed to
be a super-Gaussian of exponent 4 ane2-folding radius, its
expression is given by [37–39]:

I(r) = I0e
−2

[
( r

ω0
)2

]n

(27)

whereI0 is the laser intensity,n is the super Gaussian expo-
nent selected to be 4 in our simulation,r is the radius, and
ω0 is thee2-folding Gaussian radius for our laser set to 150
µm, 225µm, respectively. Initially, the region ofy > 0.9 cm
occupied by the target (target thick = 1 mm, and target radius
= 5 mm), and the region ofy < 0.9 cm is assumed to be oc-
cupied by the ambient gas (CO2) with different pressures (3
mbars, 6 mbars et 9 mbars). The large spatial extent of the
atmosphere is chosen to mimic the distance between the laser
source (ChemCam telescope), and the target on Mars which
varies between 1 m (spot size diameterD = 300 µm) and 7
m (spot size diameterD = 550 µm) (Fig. 2).

In our simulation we used one of laser ray-tracing model
proprieties in the FLASH Code, this allows to 2D Cartesian
laser beam to emulate a 3D cylindrical beam. The plasma
simulations are allowed to evolve for 100 ns, 500 ns and 1000
ns respectively, utilizing the unsplit staggered mesh (USM)
scheme, a currant number of 0.1 the time step used in the
simulation varied from 1 fs to 0.1 ns. We used 4 levels of
refinement and blocks of 8× 8 cells, obtaining an equiva-
lent resolution of approximately 78µm per cell. The recon-

struction is carried out with a monotonized central (MC) lim-
iter [40], whereas the Godunov fluxes are recovered with an
HLLC Riemann solver [21, 41], which restores contact sur-
face and cut wave. The boundary conditions were set to out-
flow for all axis.

For visualizing our data we have used the multi-code
analysis tool “yt-project” [42], an open-source code writ-
ten in Python which consists on data management layer for
transporting and tracking simulation out-puts, plotting layer,
parallel analysis layer for handling mesh-based and particle-
based data as well as several interfaces, “yt” has been ex-
tended to work with several different simulation methods and
simulation codes including FLASH code.

3. Results and discussion

3.1. Electron temperature

To calculate the electron and ion temperatures, we con-
sider, in our simulation model, a single laser beam with
4096 rays illuminating a flat solid graphite target (radius
= 0.05 cm, thickness=0.05 cm) in 2D-Cartesian geometry
(x − y). The laser is focused on they-axis, and enters
x ∈ [−0.5; 0.5 cm] × y ∈ [−1; 1 cm] computational domain
at a 0◦ angle, the ambient gas is supposed to be CO2 (Fig. 3).
The boundary conditions are set to outflow for all axes. We
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FIGURE 3. Laser beam simulated using 4096 rays per time step in 2D-Cartesian geometry (x−y) a) for 1 GW/cm2 and b) for 4 GW/cm2.

FIGURE 4. Electron temperature calculated at 6 mbars C02 ambient gas pressure, for 1 GW/cm2, (1st row), 4 GW/cm2 (2nd row) laser
irradiance and for 3 time steps: 100 ns (1st column), 500 ns (2nd column) and 1000 ns (3rd column).

used 4 levels of refinement and blocks of8×8 cells, obtaining
an equivalent resolution of approximately 78µm per cell.

Figure Fig. 4 shows the electron temperature for car-
bon dioxide pressure of 6 mbars and two laser irradiances
1 GW/cm2 and 4 GW/cm2 and three simulation times 100,
500 and 1000 ns. Each row in the figure shows the result
obtained using one laser irradiance at 3 time steps. Each col-
umn shows the results for the same time for the two laser
irradiances.

Both the electron and its spatial extent distribution are af-
fected by the ambient gas pressure and the laser irradiance.
At all simulation times the temperature increases with grow-
ing laser irradiance as obtained experimentally by Harilalet
al. [43] when measuring the temperature in a laser produced
carbon plasma. Figure 5 shows the influence of the laser ir-
radiance on the maximum magnitude of the electron temper-
ature for a constant pressure. The blue line correspond to
1 GW/cm2 and the red line to 4 GW/cm2.

Rev. Mex. Fis.71011501
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FIGURE 5. Influence of the laser irradiance (1 GW/cm2 blue line, 4 GW/cm2 red line) on the electron temperature for a constant pressure :
a) 3 mbars, b) 6 mbars and c) 9 mbars.

FIGURE 6. Variation of the electron temperature with the pressure (3 mbars dotted line, 6 mbars broken line and 9 mbars full line) at constant
laser irradiance [a): 1 GW/cm2, b) 4 GW/cm2].

For a constant pressure, the magnitude of the tempera-
ture increases with laser irradiance at all time steps reaching
a peak temperature at 500ns: increasing from 2681.2 K to
3735.4 K at 3 mbars, 2919.2 K to 4122.3 K at 6 mbars and
3165.4 K to 4563.0 K at 9 mbars when the laser irradiance
increases fron 1 GW/cm2 to 4 GW/cm2 respectively, which
represents an average increase of 1.4 of the magnitude of the
electron temperature. We can notice that the spatial extent
distribution is also affected and increases with growing laser
irradiance.

Figure 6 shows the variation of the temperature with pres-
sure which dependent on the laser irradiance and the time of
observation.

At constant laser irradiance, the electron temperature
increases slightly with growing ambiant pressure. At
4 GW/cm2, the peak temperature at 500 ns varied from
3735.4 K at 3 mbars to 4122.3 K and 4563.0 K at 6 and 9
mbars, respectively. for the other time steps the augmenta-
tion is not very important (∼175 K at 100 ns and∼100 K at
1000 ns)

Overall, pressure effect on the electron temperature is

marginal compared to the effect of laser irradiance.
What should be noted is that the temperature values we

found are lower by a factor of 10 compared to those found
by [8, 9]. The reason is that we considered in our simula-
tion the real conditions on the planet Mars namely an aver-
age temperature of−63◦ (initial temperature for graphite and
CO2) whereas experiments, carried out in Earth-based labo-
ratory mimicking the experimental conditions on Mars, are
carried out at room temperature [4, 6] or 0◦ which dramati-
cally overestimates the temperature values [45]. Adding to
this, we considered in our approach, the mixing between the
plasma and the ambient gas which play an important role in
the plasma plume expansion and affect the temperature and
the density number of the plasma [46]. Moreover, the pos-
sible cause for the over-predicted values obtained by [8, 9]
could be due to neglecting plasma emission and re-absorption
in their 2T model and assuming the LTE. It is important to
note that the EOS model controls not only the pressure of the
plasma, given a density and temperature, but also affects the
efficiency of heat conduction by determining the mean ion-
ization fraction, as well as the specific heat [17,44].

Rev. Mex. Fis.71011501
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FIGURE 7. Ion temperature calculated at 6 mbars CO2 ambient gas pressure, for 1 GW/cm2, (1st row), 4 GW/cm2 (2nd row) laser irradiance
and for 3 time steps: 100 ns (1st column), 500 ns (2nd column) and 1000 ns (3rd column).

FIGURE 8. Influence of the laser irradiance (1 GW/cm2 blue line, 4 GW/cm2 red line) on the ion temperature for a constant pressure: a) 3
mbars, b) 6 mbars and c) 9 mbars.

3.2. Ion temperature

Figure 7 shows the electron temperature for carbon dioxide
pressure of 6 mbars and two laser irradiances 1 GW/cm2 and
4 GW/cm2 and three simulation times 100, 500 and 1000
ns. Each row in the figure shows the result obtained using
one laser irradiance at 3 time steps. Each column shows the
results for the same time for the two laser irradiances.

Figure 8 shows the influence of the laser irradiance on
the maximum magnitude of the ion temperature for a con-
stant pressure. The blue line correspond to 1 GW/cm2 and
the red line to 4 GW/cm2.

At 1 GW/cm2 the ion temperature increases very slightly
with time for the three pressures considered. At 6 mbars,
for example, its varied from 1687.2 K at 100 ns to 1797.9 K
and 1615.2 K at 500, 1000 ns, respectively. The evolution
become more noticeable when the laser irradiance grows to
4 GW/cm2 and even the magnitude grows significantly and
reach a peak for 500 ns increasing from 1684.1 K to 3074.1 K
at 3 mbars, 1797.9 K to 3591.2 K at 6 mbars and 1820.7 K to
3741.9 K at 9 mbars. The effect of the variation of the pres-
sure on the ion temperature is not very important as shown in
Fig. 9.
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FIGURE 9. Variation of the ion temperature with the pressure (3 mbars dotted line, 6 mbars broken line and 9 mbars full line) at constant
laser irradiance [a): 1 GW/cm2, b) 4 GW/cm2].

FIGURE 10. Comparison between electron temperature (full line) and the ion temperature (dotted line) for 3 dioxide carbon pressures: 3
mbars (1st column), 6 mbars (2nd column) and 9 mbars (3rd column) at constant laser irradiance [1 GW/cm2 (1st row), 4 GW/cm2 (2nd

row)].

3.3. Electron and ion number density

In this part, we consider, in our simulation model, a single
laser beam with 4096 rays illuminating a spherical graphite
target (radius = 0.05 cm, thickness = 0.05 cm) in 2D-
cylindrical (R − Z) geometry. The laser is focused on the
z-axis, and entersR ∈ [0; 1.0 cm]×Z ∈ [−0.4; 0.8 cm] com-
putational domain at a 45◦ angle, the ambient gas is supposed
to be CO2 (Fig. 11). The boundary Conditions are set reflec-
tive for z-axis, whereas the remaining boundaries are set to
outflow (zero gradient). We utilize 5 levels of refinement and
blocks of8× 8 cells obtaining an equivalent resolution of 39
µm/cell.

Figures 12 and 13 show the electron and the ion density,
respectively, for carbon dioxide pressure of 6 mbars and two
laser irradiances 1 GW/cm2 and 4 GW/cm2 and three sim-
ulation times 100, 500 and 1000 ns. Each row in the figure
shows the result obtained using one laser irradiance at 3 time
steps. Each column shows the results for the same time for
the two laser irradiances.

For all, the number density and the spatial extent of the
corresponding profiles increase when the time step is increas-
ing and with growing the laser irradiance. The peak of den-
sity for both electrons and ions is reached at 1000 ns.

3.4. Fluid velocity

Figure 14 shows time variation of the fluid velocity with the
laser irradiance at constant pressure (6 mbar). For all simu-
lations, the radial location of the shock front increases with
laser irradiance, at the tree simulation times 100 ns, 500 ns
and 1000 ns. The fluid velocity increases from1.26 × 106

cm/s (I = 1 GW/cm2) to 1.42 × 106 cm/s (I = 4 GW/cm2)
at t = 100 ns and from7.55× 105 cm/s (I = 1 GW/cm2) to
8.32 × 105 cm/s (I = 4 GW/cm2) at t = 500 ns and from
5.08 × 105 cm/s (I = 1 GW/cm2) to 6.0 × 105 cm/s (I = 4
GW/cm2) at t = 1000 ns. This phenomenon occurs due to
the higher energy imparted to the target material by the more
intense laser beam. When a laser, with higher irradiance, is
employed, it delivers a greater amount of energy to the target
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FIGURE 11. Laser beam simulated using 4096 rays per time step in 2D-cylindrical (R−Z) a) geometry for 1 GW/cm2 and b) for 4 GW/cm2.

FIGURE 12. Electron density calculated at 6 mbars CO2 ambient gas pressure, for 1 GW/cm2, (1st row), 4 GW/cm2 (2nd row) laser
irradiance and for 3 time steps: 100 ns (1st column), 500 ns (2nd column) and 1000 ns (3rd column).

surface in a shorter period. Consequently, rapid heating and
vaporization of the target material occur, leading to the for-
mation of a plasma plume with higher kinetic energy. This
phenomenon has been observed experimentally [47], and
indicate the presence of a shock front associated with the
plasma initiation, dynamics, and expansion into the ambient
gas. As the plasma propagates a shock region of highly com-
pressed gas is formed between the background gas and ex-
panding plasma. Interaction of laser with the target results in
the formation of plasma which is a strong source of UV ra-

diation. In presence of an ambient gas this radiation interacts
with it and results in an increase in the density in a very nar-
row region which propagates in the ambient atmosphere with
speed more than that of the local ion sound speed [46]. laser
interactions with solid density targets can be treated as a hy-
drodynamic problem with the laser rays acting as a source of
energy on the grid. This laser energy is absorbed by electrons
at a rate specified by the inverse bremsstrahlung approxima-
tion, after which this energy can be transferred to ions.
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FIGURE 13. Ion density calculated at 6 mbars C02 ambient gas pressure, for 1 GW/cm2, (1st row), 4/cm2 (2nd row) laser irradiance and
for 3 time steps: 100 ns (1st column), 500 ns (2nd column) and 1000 ns (3rd column).

4. Limitation
The limitations of our approach, as highlighted in this study,
primarily stem from our challenge to accurately determine
the wide range of physical, chemical, optical, and environ-
mental factors affecting plasma properties and the formation
of spectral lines in Laser-Induced Breakdown Spectroscopy
(LIBS). Initially, we simulate delay times of 100 ns, 500 ns,
and 1000 ns; however, it is crucial to emphasize the impor-
tance of simulating early times (t = 10 ns), to understand
the plasma formation dynamics when the pulsed laser inter-
acts with the target is pivotal. Furthermore, the application
of the hydrodynamics radiation model becomes unreliable
during extended simulation periods, as the Knudsen Number
(KN), which represents the ratio of species mean free path to
plasma length, significantly increases. To address this chal-
lenge, alternative methodologies such as the direct simulation
Monte Carlo approach can provide a more accurate depic-
tion of plume expansion, particularly noticeable at prolonged
delay times [48]. Additionally, employing a finer Eulerian
grid in specific regions of the domain can yield more precise
simulations, especially when considering the mixing between
plasma formation and ambient gas. It is important to note that
chemical reactions are not accounted for in this work, hence
molecular band emissions are not considered. Molecular for-
mation becomes particularly relevant at longer times [49].

5. Conclusion

This paper has provided detailed validation of a non-
equilibrium model for laser-induced breakdown plasmas un-
der Martian atmosphere conditions. Non-equilibrium effects
were described using a 3T-Eurlian fluid model in the approxi-
mation that electrons and ions move together as a single fluid
but with two different temperatures, and that this fluid can
emit or absorb radiation. In our approach the atomic en-
ergy level populations were calculated using a collisional-
radiative (CR) NLTE-model taking into account the mixing
between the plasma and the ambiant gas. The simulation
was performed with the FLASH radiation-hydrodynamics
code which is a finite-volume Eulerian code that operates
on a block-structured mesh using Adaptive Mesh Refinement
(AMR). The plasma simulations were allowed to evolve for
different times utilizing the second-order unsplit time march-
ing method of USM algorithm.

We have investigated the effects of laser irradiance and
ambient pressure on the plasma parameters namely the elec-
tron and ion temperatures and the electron and ion densities.
We have also shown the temporal variation of the fluid veloc-
ity with the laser irradiance at constant pressure which indi-
cated the presence of a shock front associated with the plasma
initiation, dynamics, and expansion into the ambient gas.
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FIGURE 14. Fluid velocity calculated at 6 mbars C02 ambient gas pressure, for 1 GW/cm2, (1st row), 4/cm2 (2nd row) laser irradiance and
for 3 time steps: 100 ns (1st column), 500 ns (2nd column) and 1000 ns (3rd column).

Appendix

A. Inverse Bremsstrahlung model used to calcu-
late Qlas

A.1 Ray-tracing in the geometric optics approximation to
model laser energy deposition [33]

The laser beam is made of a number of rays whose paths
are traced through the domain based on the local refractive
index of each cell. The term represent the deposition of en-
ergy by laser heating. The laser power deposited in a cell is
calculated based on the inverse Bremsstrahlung power in the
cell and depends on the local electron number density gradi-
ent and local electron temperature gradient. The energy de-
posited by the laser beam was calculated using the laser ray
trace approximation for planar and cylindrical geometries. In
this approximation, the equation of motion of ray is given by:

d2x

dt2
= ∇

( c

2
η2

)
, (A.1)

where the index of refractionη is given by:

η2 = 1− ω2
p

ω2
= 1− ne

nc
, (A.2)

nc =
(me

4π

)(ω

e

)2

, (A.3)

whereωp is the plasma frequency,ω is the laser frequency,
c is the speed of light in vacuum andnc is the critical den-
sity at which the laser frequency and the plasma frequency
are equal. The quantitiesne, me ande are the density, the
mass and the charge of the electron, respectively. Combing
Eq. (A.1) with Eq. (A.2) we obtain the final from of the ray
equation of motion:

d2x

dt2
= ∇

(
c2

2
ne

nc

)
. (A.4)

The electron number density is given by:

ne(−→x ) = 〈ne〉+
〈−→∇ne

〉
.(−→x − 〈x̂〉) + O(ε2), (A.5)

where〈〉 denotes a zone average. The ray equation of motion
Eq. (3) becomes:

d2x

dt2
= −

(
c2

2

) 〈ne〉
nc

. (A.6)

This shows that whenne is linear within a cell, the rays fol-
low a parabolic trajectory through the cell. The electron num-
ber density will not be continuous in general. The Kaiser
algorithm fixes this by applying Snell’s law at the cell inter-
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faces as the following equations :

η sin θ = η′ sin θ′, (A.7)
√

1− ne

nc
sin θ =

√
1− n′e

nc
sin θ′, (A.8)

where unprimed (primed) quantities denote values before (af-
ter) the transition, andθ is the angle between the ray velocity
and the interface normal. This, rays can reflect or refract off
of cell interface.

A.2 Power deposition by inverse Bremssrahlung [33]

Because rays are simply curves in space, they carry no in-
formation about radiation intensity or special extent trans-
verse to their direction. Their state is completely defined
by their frequency, velocity, and power, the latter two at-
tributes of which are, in general, spatially dependent. The
powerP of an electromagnetic wave is depleted by the in-
verse Bremsstrahlung (ib) process.

The rate of power loss is governed by the 1st order ordi-
nary differential equation (ODE):

dP

dt
= −νib(t)P. (A.9)

As a ray travels through a cell, its power (energy) decreases
with time:

P (∆t) = P0 exp−
(∫ ∆t

0

νib(−→x (t))dt

)
. (A.10)

The inverse Bremsstrahlung frequency factorνib (the rate of
energy loss) is given by the formula:

νib =
ne

nc
νei, (A.11)

whereνei is the electron-ion collision frequency, given by :

νei =
4
3

√
2π

me

neZe4 lnΛei

(kBTe)3/2
. (A.12)

HereZ is the average ionization number of the plasma,me,
e and Te are the mass, the charge and the temperature oh
the electron respectively,KB is the Boltzmann constant. The
Coulomb logarithmlnΛei is the natural logarithm of the De-
bye number and is taken here as:

lnΛei = ln


 3

2Ze3

√
K3

BT 3
e

πne


 . (A.13)

The inverse Bremsstrahlung frequency depends thus on
the electron temperature and the electron number density,
both of which are functions of the position, and since the po-
sition changes with time, it’s ultimately also a function of
time:

νib(t) =
4
3

√
2π

me

Ze4

ncK
3/2
B

ne(x(t))2 lnΛei(x(t))
Te(x(t))3/2

. (A.14)

B. CR NLTE - Model

To describe the population of the atomic levels, we utilized a
collisional-radiative (CR) NLTE-model, which is equally ap-
plicable for low, and high temperature ranges. The number
density of i-fold ionized ionni is given by NLTE rate equa-
tion (steady state):

ni+1n
2
eαi+1 + ni+1neβi+1

+ ni+1neDi+1 − nineCi = 0, (B.1)

whereαi+1, βi+1 andDi+1 are the coefficients for collisional
recombination, radiative and dielectronic recombination re-
spectively. Collisional recombination is 3-body process in-
volving two electrons and an ion.Ci denotes the electronic
collisional ionization coefficient. The electron density is de-
noted byne and the ion density for the element under consid-
eration in the mixture isnm =

∑
i ni.

The steady state solution of Eq. (B.1) gives the ion densi-
ties as:

ni+1

ni
=

Ci

neαi+1 + βi+1 + Di+1
. (B.2)

The above equations together with the consistency condition
nm =

∑
i ni is solved to obtain allni and the average degree

of ionization.
All the coefficients for collisional recombination, radia-

tive, dielectronic recombination and the electronic collisional
ionization formula are described in Ref. [18].
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