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On the split Voigt profile and its use in the analysis of X-ray diffraction patterns
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The main properties (integral breadth, FWHM, Fourier transform) of the split Voigt function have been analysed. These are important in the
study of the X-ray diffraction peaks. In this way, some X-ray diffraction lines of a sample of quartz and zirconia have been analysed by using
single line methods, describing the instrumental-spectral asymmetric peaks by means of split Voigt functions.
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1. Introduction

The Voigt function has been extensively employed in several
fields related to the Physics, from the Astrophysics [1] to
the Materials Science and Crystallography [2–4], to describe
symmetric bell-shape distributions. This function is the con-
volution of a Gaussian and a Cauchy functions and it can be
expressed as

V (x) =
IoβC

exp(k2) erfc(k)

∫ +∞

−∞

exp(−π y2

β2
G

)

β2
C + π2(x− y)2

dy, (1)

beingx = u− uo, Io, the maximum of the peak,βC andβG,
the corresponding Cauchy and Gauss integral breadths, re-
spectively, andk = βC/

√
πβG. In the definition ofx, u rep-

resents the independent variable, beinguo the position of the
maximum. In the case of a stellar spectral line, for example,
u is a wavelength, whereas in a neutron or X-ray diffraction
patterns, is an angular unit (usually degrees). A summary of
the main properties of the Voigt function can be found else-
where [5]. Note that, in many situations, simplest approxi-
mations of the Voigt function, as the pseudo-Voigt [6] or the
Pearson VII [7] functions can be used.

These functions have been widely used in the analysis
of individual or group X-ray diffraction peaks as well as
in programs that analyse the whole diffractogram, as Full-
Prof [8], GSAS-II [9] or TOPASi, within the framework
of the Rietveld method [10]. Thus, function shape and
breadth parameters can be used to evaluate microstructural
information (domain size and micro-strains, etc) in polycrys-
talline samples. Similar programs, as MAUD [11] or MarqX
[12] -based on the Whole Powder Pattern Fitting (WPPF)
technique-, also can provide microstructural data, but using
physical models instead of empirical (although based usually
in a physical background, as is the case of the Voigt function)
peak shapes. Note that, although the use of these programs
have been proposed especially from the Crystallography, in
many cases, within the more specific Material Science top-
ics, traditional techniques based on the use of a limited set of
peaks continue being employed with success.

Although the aforementioned functions are symmetric
(for example, Voigt function is a convolution of two symmet-
ric functions), however, in certain cases, the X-ray diffraction
bell-shape distributions are not symmetric. This behaviour
appears, for example, in the X-ray diffraction peaks (espe-
cially at low angles), due to the presence of instrumental fea-
tures as the axial divergence of the X-ray incident beam [13]
or microstructural details, as planar defects [14]. These ef-
fects limit the use of symmetric approximations to bell-shape
functions, as the Voigt or its aforementioned approximations.
By this reason, different approaches has been employed to
describe asymmetric lines, as the substitution of the symmet-
ric function by the product of an asymmetric and a symmetric
functions. In the case of the Voigt function, asymmetries have
been taken into account by means of power series expansion
[15], but a simplest analytic way is the use of split functions,
where the left and right halves of the profile are modelled
by using different shape parameters. This approach has been
extensively used with the approximations of the Voigt func-
tions, and, in the particular case of the Voigt function, pro-
gram Fityk [16] include the split Voigt function among the
shape functions for the analysis of X-ray diffraction peaks,
although no explicit details about the analytic expression are
contained in the manualii.

Asymmetric nature of the split Voigt function makes it an
adequate alternative to model X-ray diffraction peaks in the
cases where these show departures from symmetric shapes.
This modelling can be performed within programs that anal-
yse the whole diffraction pattern or individual or group peaks.

Due to the lack of information about the mathemati-
cal properties of the split Voigt function (relevant in the
analysis of the X-ray diffraction peaks -or other bell-shape
distributions-), in this work I have analysed the most interest-
ing ones. In regard to this, the next section is devoted to the
mathematical characteristics of the split Voigt function (with
special emphasis in the width measures and their approxi-
mations). Subsequently, a simple application to the X-ray
diffraction analysis will be showed, and then the main con-
clusions shall be presented. Owing to the extension of the
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FIGURE 1. Graphic of a split Voigt simulated X-ray diffraction
peak. Note that the simulation has been performed to generate a
peak clearly asymmetric to the left, as it is sometimes usual in low-
angle X-ray powder diffraction data.

mathematical background, a significant part of that has been
included in a final supplementary section.

2. Mathematical core

2.1. Definition

The split Voigt function can be defined as

sV (x) =





IoβCl

exp(k2
l ) erfc(kl)

∫ +∞
−∞

exp

(
−π y2

β2
Gl

)

β2
Cl+π2(x−y)2

dy x ≤ 0,

IoβCr

exp(k2
r) erfc(kr)

∫ +∞
−∞

exp

(
−π y2

β2
Gr

)

β2
Cr+π2(x−y)2

dy x ≥ 0,

(2)

where the subindicesl andr correspond, respectively, to the
left and right halves of the profile. As example, Fig. 1 dis-
plays the graphic of a split Voigt function simulating a X-
ray diffraction profile withIo = 1000 counts,βCl = 0.5◦,
βCr = 0.3◦, βGl = 0.4◦ andβGr = 0.2◦.

2.2. Continuity

Note that the split Voigt function must fulfill the requirement
of continuity in all the points. This condition implies, in par-
ticular, that the function must be continuous atx = 0. The
definition of the preceding subsection implies that the split
Voigt function is continuous in< (details in Supplementary
material section A).

2.3. Integral breadth

Integral breadth is defined as the quotient of the area under
the distribution and the maximum of the peak, that is

β =

∫ +∞
−∞ sV (x)dx

Io
. (3)

Substituting Eqs. (2) in (3) one can obtain (Supplemen-
tary material section B)

β =
βl + βr

2
, (4)

whereβl andβr are the corresponding left-handed and right-
handed integral breadths.

Note that, according to Eq. (3)
∫ +∞

−∞
sV (x)dx = βIo. (5)

By dividing Eq. (2) by the productβIo, we have the nor-
malized split Voigt function of area unit.

2.3.1. Approximations to the integral breadth

Equation (4) can be approximated in several forms, from the
starting point of the integral breadth of the Voigt function.
One possibility is the use of the Halder and Wagner [17]
equation

β2 ≈ βCβ + β2
G, (6)

that leads to

β =
βC +

√
β2

C + 4β2
G

2
=

βG

2
(
√

πk +
√

4 + πk2), (7)

or

β

βG
=

1
2

(√
πk +

√
4 + πk2

)
. (8)

According to this result, the integral breadth of the split
Voigt function could be expressed as

β≈βGl(
√

πkl+
√

4+πk2
l )+βGr(

√
πkr+

√
4+πk2

r)
4

. (9)

Other approximation uses the Padé approximant of order
[M/N], defined as a rational function in the form [18]

R(x) =
∑i=M

i=0 aix
i

1 +
∑j=N

j=1 bjxj
. (10)

In this case, the Padé approximant of order [3/4] ofβ/βG

for a Voigt function is

β

βG
≈

∑i=3
i=0 aik

i

1 +
∑j=4

j=1 bjkj
, (11)

with a1 = 1.435323, a2 = 0.732884, a3 = 0.134554,
b1 = 0.306943, b2 = 0.113296, b3 = −0.00934741 and
b4 = 0.00133085.

In this way, the corresponding integral breadth of the split
Voigt function is

β ≈ 1
2

(
βGl

∑i=3
i=0 aik

i
l

1 +
∑j=4

j=1 bjk
j
l

+ βGr

∑i=3
i=0 aik

i
r

1 +
∑j=4

j=1 bjk
j
r

)
. (12)
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Finally, the integral breadth of the Voigt function can be
approximated by using the rational expression [19]

1− erf(x) = (c1t + c2t
2

+ c3t
3 + c4t

4 + c5t
5) exp(−x2), (13)

with t = (1/1 + px), where p = 0.3275911, c1 =
0.254829592, c2 = −0.284496736, c3 = 1.421413741,
c4 = −1.453152027 andc5 = 1.061405429.

Now, the Eq. (13) leads to

β

βG
≈ 1

c1t + c2t2 + c3t3 + c4t4 + c5t5
. (14)

According to the Eq. (14), the approximation of the cor-
responding split Voigt function can be expressed as

β ≈ 1
2

(
βGl∑i=5
i=1 citi

+
βGr∑i=5
i=1 citi

)
. (15)

FIGURE 2. Relative error ofβ/βG (in %) as function ofk for the
approximation done by the Eq. (8).

FIGURE 3. Relative error ofβ/βG (in %) as function ofk for the
approximation done by the Eq. (11).

FIGURE 4. Relative error ofβ/βG (in %) as function ofk for the
approximation done by the Eq. (14).

Figures 2, 3 and 4 display the relative error in the de-
termination ofβ/βG by using the Eqs. (8), (11) and (14) as
function of k. Note that, for the sake of simplicity (due to
the similarity between the left and rigth-handed parts of the
approximations to the integral breadth of the split Voigt func-
tion), these figures are referred to the Voigt function.

In this way, the Y-scale in Fig. 4 is different from Figs. 2
and 3, indicating that the rational approximation done by
Eq. (13) is the best. In regard to this, the X-scale is limited
to k = 5.0 because this value is very close to the Lorentzian
or Cauchy limit of the Voigt function. This assures that the
above figures are representative of the most cases.

2.4. Full width at half maximum

Other well-known measure of the width of a bell-shape type
function is the Full Width at Half Maximum (FWHM), or
range of the independent variablex where the function value
is greater or equal that the maximum value divided by two.
In the case of the Voigt function (and, obviously, of the split
Voigt function), no simple equation exists to describe the
FWHM (designed as2w), that is defined as the solution of
the equation [5]

<
(

ω

[√
πw

βG
+ ik

])
=

βG

2β
= erfc(k) exp(k2), (16)

where<(ω[z]) is the real part of the complex error func-
tion andw is the Half Width at Half Maximum (HWHM),
or (FWHM/2), for symmetric profiles.

Equation (16) can be approximated by [20]

2w ≈ 2βG√
π

√
1 + k2. (17)

From (17) it is easy to obtain the corresponding approx-
imation for a split Voigt function, taking into account that,
now, that the FWHM,2w, can be expressed as2w = wl+wr,
wl andwr being, respectively, the corresponding left-handed
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FIGURE 5. 2w/βG values as function ofk: Voigt function (solid
line), Posener approximation (dashed line) and parabolic approxi-
mation (dashed-dotted line).

and right-handed HWHM of the profile. Thus, the Posener
split Voigt approximation for the FWHM can be written as

2w = wl + wr ≈ βGl√
π

√
1 + k2

l +
βGr√

π

√
1 + k2

r . (18)

A simple (and better) parabolic approximation of the
FWHM for a Voigt function can be derived as

2w

βG
≈ 0.86479 + 0.80459k + 0.03853k2. (19)

Using Eq. (19) in the case of the split Voigt function, the
following equation is obtained

2w ≈ βGl

2
(0.86479 + 0.80459kl + 0.03853k2

l )

+
βGr

2
(0.86479 + 0.80459kr + 0.03853k2

r). (20)

Figures 5 and 6 show the values of2w/βG and the rela-
tive error, respectively, for the Posener and parabolic approx-
imations (for the Voigt function, for the shake of simplicity).

FIGURE 6. Relative error of2w/βG (in %) as function ofk for the
Posener (solid line) and parabolic (dashed line) approximations.

2.5. Moments

In X-ray diffractometry, moments as the centroid or the vari-
ance are of the maximum interest in the analysis of the peaks
(for example, in the well-known variance method). However,
in the case of the split Voigt function, the centroid is not well
defined (Supplementary material section C) and the classic
definition of the variance in X-ray diffractometry is compro-
mised. Nevertheless, the variance method of the X-ray line
broadening analysis can still be applied by using the split
Voigt function [21] because the variance coefficients are ob-
tained from the variance-range function and are independent
of the centroid value.

2.6. Fourier transform

The Fourier transform of the split Voigt function can be de-
fined as

F (t) =
∫ +∞

−∞
sV (x) exp(2πixt)dx. (21)

After some mathematical manipulation (Supplementary
material section D), Eq. (21) leads to

F (t) =
IoβCl

exp(k2
l ) erfc(kl)

βGl

2
exp(−πβ2

Glt
2)

(
β−1

Cl exp(−2βClt)−
∫ +∞

−∞

exp(2πiyt)
β2

Cl + π2y2
erf

[√
π

βGl
y +

√
πβGlti

]
dy

)

+
IoβCr

exp(k2
r) erfc(kr)

βGr

2
exp(−πβ2

Grt
2)

(
β−1

Cr exp(−2βCrt)+
∫ +∞

−∞

exp(2πiyt)
β2

Cr+π2y2
erf

[√
π

βGr
y+
√

πβGrti

]
dy

)
. (22)

The above equation is different from 1 att = 0. In regard to this, puttingt = 0 and taking into account the odd character
of the error function, Eq. (22) leads to

F (0) =
Io

2

[
βGl

exp(k2
l ) erfc(kl)

+
βGr

exp(k2
r) erfc(kr)

]
. (23)
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Thus, the normalized Fourier transform (= 1 att = 0) is
F (t)/F (0). It can be easily demonstrated that, forβCl =
βCr andβGl = βGr the Fourier transform of the split Voigt
function reduces to the corresponding expression of the Voigt
function.

3. Application example

3.1. Mathematical core

In this section, I apply simple line broadening approaches
that can be used with asymmetric profiles, as the described
by split Voigt functions. Note that, although more sophisti-
cated procedures has been developed recently, as the Whole
Powder Pattern Modelling or WPPM [22], classic simpli-
fied single or multiple line methods -as the Williamson-Hall
[23] or Warren-Averbach [24] procedures- are widely used
to study the microstructure of materials by X-ray diffractom-
etry. In the case of single line techniques, the main advantage
associated to the simplicity of the collection and analysis of
the experimental data, contrasts with the need of additional
hypotheses about the dependence of the shape parameters or
related quantities on the microstructural features.

In this way, a simple procedure to evaluate mean values
of some microstructural parameters was developed by [25],
using as starting point the basic equations of the kinematical
diffraction theory. That equations are

(
dFS(t)

dt

)

t→0

=
(

dF (t)
dt

)

t→0

= − 1
< t >a

, (24)

and

ln F (t) = ln FS(t)− 2π2d−2
hklt

2 < e2 >, (25)

whereF (t) is now the Fourier transform andFS(t) is the
size-component of the Fourier transform, both referred to the
“pure” profileiii. In the above equations,< t >a is the area-
weighted average column length perpendicular to the reflect-
ing hkl planes,dhkl, the interplanar spacing, and< e2 >, the
square of the root-mean-squared (r.m.s.) microstrain. The
equation (25) is strictly valid for a gaussian strain distribu-
tion or for t → 0. In these cases,< e2 > can be expressed
as

< e2 >= − 1
4π2d−2

hkl

[F
′′
(t)t→0 − FS′′(t)t→0]. (26)

A simple inspection of Eqs. (24) and (26) shows that
< t >a can be obtained from the analysis of a “pure” single
line Fourier transform. By contrast, the determination of the
r.m.s microstrain requires: a) the analysis of multiple lines
(strictly speaking, belonging to the same family of crystallo-
graphic planes) or b) additional hypotheses aboutFS(t) or

its second derivative att = 0. In regard to the point b) it has
been an usual practice in X-ray diffractometry to assume that
crystallite or domain size effects are associated to a Cauchy
component whereas r.m.s. strain is related to a Gaussian de-
pendence. Thus, this leads to a expression ofF (t) in the form

F (t) = exp(−at− bt2), (27)

wherea = 1/< t >a and b = 2π2d−2
hkl < e2 >, being

FS(t) = exp(−at). Note that Eq. (27) is clearly consistent
with Eqs. (24) and (25).

On the other hand, the term associated with the sec-
ond derivative ofFS(t) can be dropped assuming that the
area-weighted column length distribution fulfills the condi-
tion ps(0) = 0 [26]. Thus, Eqs. (24) and (26) can be used to
obtain< t >a and< e2 > from the first and second deriva-
tives of the “pure” profile Fourier transform att = 0iv. Also,
it this possible, by considering the exponential dependence of
FS(t), to obtain the equation

FS′′(t)t→0 =< t >−2
a . (28)

In this way, we must be cautious with the above hypothe-
ses. Note, for example, that the r.m.s. strain must be positive.
This implies that, if we assumeFS′′(t)t→0 = 0, the second
derivativeF

′′
(t)t→0 must be negative. Or, if we assume the

exponential dependence forFS(t), F
′′
(t)t→0 − FS′′(t)t→0

must also be negative, in order to provide a r.m.s. strain pos-
itive. These constraints has been analyzed, in the case of the
Voigt function, by [25]. This is the price to pay in the single
line approaches with analytical models.

Note that above equations assume that the only mi-
crostructural effects are those associated with the crystallite
size and micro-strains. In this case, the Fourier transform
F (t) in Eqs. (24) and (25) is the cosine Fourier transform,
defined as [27]

Fc(t) =
Hc(t)Gc(t) + Hs(t)Gs(t)

G2
c(t) + G2

s(t)
, (29)

whereHc(t) andHs(t) are the cosine and sine Fourier trans-
form of the experimental profile, respectively, whereasGc(t)
and Gs(t) are the corresponding cosine and sine Fourier
transform of the instrumental-spectral profile. From (29), the
first derivative can be expressed as

F
′
c(t) =

H
′
c(t)Gc(t) + Hc(t)G

′
c(t)

G2
c(t) + G2

s(t)

+
H
′
s(t)Gs(t) + Hs(t)G

′
s(t)

G2
c(t) + G2

s(t)

− 2
Fc(t)(G

′
c(t)Gc(t) + Gs(t)G

′
s(t)

G2
c(t) + G2

s(t)
, (30)

whereas the second derivative is
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F
′′
c (t) = [8(Gc(t)Hc(t) + Gs(t)Hs(t))(Gc(t)G

′
c(t) + Gs(t)G

′
s(t))

2 − 4(G2
c(t) + G2

s(t))(Gc(t)G
′
c(t)

+ Gs(t)G
′
s(t))(Hc(t)G

′
c(t) + Hs(t)G

′
s(t) + Gc(t)H

′
c(t) + Gs(t)H

′
s(t))− 2(G2

c(t) + G2
s(t))(Gc(t)Hc(t)

+ Gs(t)Hs(t))(G
′2
c (t) + G

′2
s (t) + Gc(t)G

′′
c (t) + Gs(t)G

′′
s (t)) + (G2

c(t) + G2
s(t))

2(2G
′
c(t)H

′
c(t)

+ 2G
′
s(t)H

′
s(t) + Hc(t)G

′′
c (t) + Hs(t)G

′′
s (t) + Gc(t)H

′′
c (t) + Gs(t)H

′′
s (t))](G2

c(t) + G2
s(t))

−3. (31)

Although Eqs. (30) and (31) are simplified in the limitt → 0, in this particular analysis we can drawn on the symmetrical
character of the “pure” profile. Thus, the sine Fourier transform of this profile is zero and Eq. (29) reduces to

Fc(t) =
Hc(t)
Gc(t)

. (32)

In this way, the corresponding first and second derivatives are now

F
′
c(t) =

H
′
c(t)Gc(t)−Hc(t)G

′
c(t)

G2
c(t)

=
H
′
c(t)

Gc(t)
− Hc(t)G

′
c(t)

G2
c(t)

, (33)

and

F
′′
c (t) = −Hc(t)G

′′
c (t)

G2
c(t)

− 2G
′
c(t)H

′
c(t)

G2
c(t)

+
2Hc(t)G′2c (t)

G3
c(t)

+
H
′′
c (t)

Gc(t)
, (34)

respectively.
Note that these last equations, in the limitt → 0 and combined with Eqs. (24) and (26), provide< t >a and< e2 >. In

regard to this, analytical shape functions are needed in order to obtain the derivatives included in Eqs. (33) and (34). Moreover,
assuming the normalization of theHc(t) andGc(t) functions att = 0 (that is,Hc(0) = Gc(0) = 1), Eqs. (33) and (34) lead
to [25]

F
′
c(0) = H

′
c(0)−G

′
c(0), (35)

and

F
′′
c (0) = −G

′′
c (0)− 2G

′
c(0)H

′
c(0) + 2G′2c (0) + H

′′
c (0). (36)

Now, assuming split Voigt functions to describe the experimental and instrumental-spectral profiles, the corresponding
normalized cosine Fourier transforms are

Hc(t) =

βGlh exp(−2βClht− πβ2
Glht2)

exp(k2
lh) erfc(klh)

+
βGrh exp(−2βCrht− πβ2

Grht2)
exp(k2

rh) erfc(krh)
βGlh

exp(k2
lh) erfc(klh)

+
βGrh

exp(k2
rh) erfc(krh)

, (37)

and

Gc(t) =

βGlg exp(−2βClgt− πβ2
Glgt

2)
exp(k2

lg) erfc(klg)
+

βGrg exp(−2βCrgt− πβ2
Grgt

2)
exp(k2

rg) erfc(krg)
βGlg

exp(k2
lg) erfc(klg)

+
βGrg

exp(k2
rg) erfc(krg)

, (38)

where the subindicesh andg indicate the character of the profile (experimental and instrumental-spectral, respectively). Note
that, as I have previously pointed out, the odd character of the error function implies that the corresponding sine Fourier
transforms att = 0 are null (Hs(0) = Gs(0) = 0).

Thus, from Eqs. (37) and (38), the first derivatives att = 0 of the normalized cosine Fourier transforms are obtained as

H
′
c(0) = −2




βClhβGlh

exp(k2
lh) erfc(klh)

+
βCrhβGrh

exp(k2
rh) erfc(krh)

βGlh

exp(k2
lh) erfc(klh)

+
βGrh

exp(k2
rh) erfc(krh)


 , (39)
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and

G
′
c(0) = −2




βClgβGlg

exp(k2
lg) erfc(klg)

+
βCrgβGrg

exp(k2
rg) erfc(krg)

βGlg

exp(k2
lg) erfc(klg)

+
βGrg

exp(k2
rg) erfc(krg)


 , (40)

and the corresponding second derivatives att = 0 can be expressed as

H
′′
c (0) =

(4β2
Clh − 2πβ2

Glh)βGlh

exp(k2
lh) erfc(klh)

+
(4β2

Crh − 2πβ2
Grh)βGrh

exp(k2
rh) erfc(krh)

βGlh

exp(k2
lh) erfc(klh)

+
βGrh

exp(k2
rh) erfc(krh)

, (41)

and

G
′′
c (0) =

(4β2
Clg − 2πβ2

Glg)βGlg

exp(k2
lg) erfc(klg)

+
(4β2

Crg − 2πβ2
Grg)βGrg

exp(k2
rg) erfc(krg)

βGlg

exp(k2
lg) erfc(klg)

+
βGrg

exp(k2
rg) erfc(krg)

. (42)

Substituting Eqs. (39), (40), (41), (42) in Eqs. (35) and (36) allows to evaluate< t >a and< e2 > for the crystallographic
direction corresponding to the profile. Note that, if the integral breadth is expressed in degrees (2θ), as it is usual, it must be
transformed to reciprocal units (longitude−1) by using the conversion factor

C =
π cos θo

180λ
, (43)

whereλ is the radiation wavelength andθo is the position of the maximum intensity of the peak.

3.2. Experiments and results

I have applied the procedure depicted in the preceding section
to a sample of zirconia (ZrO2) andβ-SiO2 (quartz), where
two polytypes of zirconia, tetragonal (t) and monoclinic (m),
are present. X-ray diffraction experiments were performed in
a Philips PW-1800 diffractometer, using CuKα radiation (λ
= 0.154183 nm) and graphite monochromator in the incident
beam. The generator settings were 40 kV and 35 mA. The
step-scanning technique was used with a step of 0.05 degrees
(2θ) and a counting time of 5 s/step. X-ray diffraction data
were collected over a range of 25-90 degrees (2θ). Figure 7
displays the 25-33 degrees section of the diffraction pattern,
where the stronger peaks are present. The peaks correspond
to the 101 quartz (2θo ≈ 26.7◦), 11-1 m-ZrO2 (2θo ≈ 28.3◦),
101 t-ZrO2 (2θo ≈ 30.3◦) and 111 m-ZrO2 (2θo ≈ 31.4◦)
lines. In this way, I have used these peaks in the single-line
analyses presented here.

A sample of α-Al2O3 (corundum) was used as
instrumental-spectral standard. Reflections of this sample
were scanned in the same conditions as the experimental
sample, but with a step of 0.01 degrees (2θ), due to the
smaller widths of the peaks, and a counting time of 10 s/step.
In particular, 012 (2θo ≈ 25.6◦), 104 (2θo ≈ 35.2◦), 110
(2θo ≈ 37.8◦), 113 (2θo ≈ 43.4◦), 024 (2θo ≈ 52.6◦), 116
(2θo ≈ 57.5◦), 214 (2θo ≈ 66.5◦) and 300 (2θo ≈ 68.2◦)
lines were selected to perform the X-ray diffraction experi-

FIGURE 7. X-ray diffraction pattern of the experimental sample.
Labeled are thehkl Miller indices of the peaks, besides the corre-
sponding phase. Note that the data are corrected by the Lorentz-
polarization factor. The reflections include the two components of
the CuKα doublet.

ments. As example, Fig. 8 shows the X-ray diffraction pat-
tern corresponding to the 104 and 110 corundum peaks.

Figure 8 shows clearly the asymmetric character of the
instrumental-spectral peaks, that it is specially noticeable in
the low-angle zone of the diffraction pattern. By contrast, the
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8 F. SÁNCHEZ-BAJO

FIGURE 8. X-ray diffraction pattern of the 104 and 110
instrumental-spectral sample. As in the experimental X-ray
diffraction pattern, the data have been corrected by the Lorentz-
polarization factor.

FIGURE 9. Result of the fit of Voigt functions to the X-ray diffrac-
tion peaks of the experimental sample. Data points are represented
by dark circles and the fit by the solid line. The line at the bottom
is the difference plot (observed minus calculated).

experimental profile shows peaks almost symmetric (the
small asymmetries are due to the peak overlap). By these
reasons, on the modelling of the peaks, I have used Voigt
functions for the experimental peaks and split Voigt func-
tions for the instrumental-spectral peaks. Thus, Fig. 9 dis-
plays the model fit to the experimental peaks and Fig. 10, the
model fit corresponding to the instrumental-spectral corun-
dum 012 peak. In this way, Table I present the results of the
fits of Voigt functions to the different peaks of the experi-
mental sample. Similarly, Table II shows the corresponding
results of the fits of split Voigt functions to the instrumental-
spectral peaks.

As the positions of the experimental peaks does not corre-
spond exactly with those of the instrumental-spectral peaks,
I have analysed the dependence with the angle of the width

FIGURE 10. Result of the fit of a split Voigt function to the 012
instrumental-spectral peak. Data points are represented by dark
circles and the fit by the solid line. The line at the bottom is the
difference plot (observed minus calculated).

TABLE I. Parameters of the fit to the experimental peaks. Numbers
between parentheses are the standard deviation referred to the last
significant digit. The Goodness-of-Fit (GofF), defined as GofF =
(χ2

r)
1/2 =

√
χ2/(N − P ), whereN is the number of data and

P the number of fitted parameters, was 3.08. A linear empirical
function was used to describe the background, as it is usual in the
case of well crystallized samples, and, for the sake of simplicity,
the background parameters are not included in this table.

Peak βC(◦) βG(◦) 2θo(
◦) Io(counts)

101 quartz 0.25(2) 0.121(3) 26.7071(11) 56(2)

11-1 m-ZrO2 0.251(7) 0.197(9) 28.3084(8) 168(2)

101 t-ZrO2 0.483(3) 0.079(7) 30.2428(7) 218(2)

111 m-ZrO2 0.35(1) 0.186(6) 31.3962(13) 82(2)

FIGURE 11. Result of the quadratic (βCl) and linear (βGl, βCr

andβGr) fits to the integral breadth parameters of the instrumental-
spectral corundum peaks. Data points are represented by dark cir-
cles and the fit by the solid line (in the same colour for each integral
breadth).
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TABLE II. Parameters of the fit to the instrumental-spectral peaks. Numbers between parentheses are the standard deviation referred to the
last significant digit. As in the case of the experimental peaks, a linear function was used to describe the background, whose parameters are
not included in this table.

Peak βCl(
◦) βGl(

◦) βCr(
◦) βGr(

◦) 2θo(
◦) Io(counts) GofF

012 0.073(1) 0.169(2) 0.048(1) 0.090(3) 25.6472(10) 248(2) 2.08

104 0.0781(8) 0.149(1) 0.0477(7) 0.109(1) 35.2006(5) 1286(4) 2.98

110 0.076(2) 0.150(2) 0.042(1) 0.111(2) 37.8266(8) 473(3) 2.98

113 0.087(1) 0.146(1) 0.0518(8) 0.1099(9) 43.4009(4) 1655(5) 2.98

024 0.097(2) 0.145(2) 0.052(1) 0.113(1) 52.5942(5) 1216(5) 2.36

116 0.103(1) 0.144(1) 0.0570(9) 0.1135(7) 57.5367(3) 2771(7) 2.98

214 0.133(2) 0.126(2) 0.055(2) 0.123(1) 66.5499(4) 1529(6) 2.20

300 0.123(2) 0.130(2) 0.066(1) 0.1178(9) 68.2382(3) 2479(8) 2.20

TABLE III. Instrumental-spectral shape parameters at the position
of the experimental peaks (angle). Numbers between parentheses
are the standard deviation referred to the last significant digit

Angle (◦) βCl(
◦) βGl(

◦) βCr(
◦) βGr(

◦)

26.7071 0.073(3) 0.160(3) 0.044(2) 0.103(3)

28.3084 0.074(2) 0.159(3) 0.045(2) 0.104(3)

30.2428 0.075(2) 0.158(3) 0.046(2) 0.104(3)

31.3962 0.075(2) 0.157(2) 0.046(2) 0.105(2)

parameters of the later. Figure 11 displays the integral
breadths of the instrumental-spectral peaks as functions of
2θo, along with linear and quadratic fits to these data.

Table III shows the values of the instrumental-spectral
shape parameters at the position of the experimental peaks,
according to the fits included in Fig. 11.

By using equations involving the first and second deriva-
tives of the “pure” cosine Fourier transforms in terms of the
shape parameters, I have calculated< t >a and < e2 >
from Eqs. (24) and (26). Note that, in this case, the results
lead to positiveF

′′
c (0) values. By this reason, the condition

FS′′(t)t→0 = 0 can not be assumed. In regard to this, I
also have used the Eq. (28). Moreover, I have evaluated mi-
crostructural parameters by approximating the “pure” cosine
Fourier transform using the model defined by Eq. (27). As
example, Fig. 12 shows this approximation for the case of the
101 quartz peak. Table IV displays the obtained microstruc-
tural parameters.

Results of Table IV shows the limitations of the approx-
imations of the functionF

′′
c (t) in the case of a single line

approach, particularly in the evaluation of the r.m.s. micros-
train. Note that this drawback is not related with the use of
symmetric or asymmetric profiles in the description of the
peaks, because it can be also appear in classic analyses with
symmetric lines. Note that, according Eq. (26), the condition
FS′′(t)t→0 > F

′′
(t)t→0 must be fulfilled. Moreover, as the

second derivative of the Fourier size transform is proportional
to the column length distribution [27], also must be positive.

FIGURE 12. Approximation of the “pure” cosine Fourier transform
by the function defined by Eq. (27). Note that in the representation
it have been used the natural logarithm ofFc(t) because the cor-
responding model reduces to an order two polynomial. Solid and
dashed lines represent, respectively,ln Fc(t) and the best approxi-
mating polynomial in the format + bt2.

The use of a particular model to describe the “pure” cosine
Fourier transform as a function of the microstructural param-
eters is more robust but, in the case of the 101 peak of tetrag-
onal zirconia, leads to a meaningless result for< e2 >. This
behaviour is possibly related to the well-known ”hook effect”
[27, 28], where a concave upward plot ofFS(t) versust is
expected and not downward. This effect is traditionally asso-
ciated to an incorrect estimation of the background or trun-
cation effects. Although, in this example, the peaks are mod-
elled by analytical functions (and, for this reason, the results
are less affected by the latter issues), it can not be excluded
that the fit of the 101 peak be slightly deficient.

It must be taken into account that area-weighted average
column length values obtained by the two procedures are dif-
ferent because the initial-slope method [Eq. (24)] leads to an
underestimation of< t >a [29] with respect to the curve
fitting method. In fact, this behaviour is showed in Table IV.
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TABLE IV. Microstructural parameters obtained in this study (< t >a and< e2 >). The r.m.s. microstrain was presented instead of its
square, according to the traditional rule followed in Crystallography. Symbol - indicates that the value of< e2 > was negative, providing
a result without physical meaning. Numbers between parentheses are the standard deviation referred to the last significant digit. In some
cases, uncertainties (derived from error propagation) were unacceptably high -of the order of the value- and it have been omitted. Note that
these uncertainties are statistical and don’t include possible systematic effects derived from inaccuracies of the models.

Equations (24) and (26) Equation (27)

Line < t >a(nm) < e2 >1/2 < t >a(nm) < e2 >1/2

101 quartz 24(2) - 33.29(6) 7.767(6) 10−4

11-1 m-ZrO2 23.3(9) 1.9 10−3 32.96(6) 1.6760(2) 10−3

101 t-ZrO2 10.91(9) - 12.353(7) -

111 m-ZrO2 16.0(5) 1.5 10−3 19.25(2) 1.3832(2) 10−3

Reader must consider that these values are area-weighted and
there is a volume-weighted average column length (based in
the integral breadth instead of the Fourier analysis), that leads
to higher values [4]. Note, moreover, that a correct evalua-
tion of the crystallite size requires a knowledge of the approx-
imate shape of the crystallites.

Although the analysed experimental peaks does not allow
to apply a rigorous multiple line method, assuming spherical
crystallites with isotropic r.m.s. strain (that is, independent of
the crystallographic direction) a double-line procedure [30]
could be used with the two peaks of the same phase (11-1 m-
ZrO2 and 111 m-ZrO2). However, for the sake of simplicity,
this step has been omitted. Note that the application example
is not intended for a complete analysis of the microstructure
of the selected sample. The main purpose is the application
of simple methods of X-ray diffraction microstructural anal-

yses by using the split Voigt function, the main topic in this
study.

4. Conclusions and summary

Split Voigt functions can be used in X-ray diffraction anal-
yses to determine microstructural features in polycrystalline
materials, as other functions traditionally employed (pseudo-
Voigt, Pearson VII, Voigt, etc). Due to the extensive use of
the Voigt function to describe the shape of the X-ray diffrac-
tion lines (justified both theoretically and experimentally),
the split Voigt function is a natural extension of the former
very useful to modelling asymmetric X-ray diffraction peaks.
In this study I have analysed different properties of the split
Voigt function (especially interesting in the field of the X-ray
diffraction procedures), using that function in the description
of the instrumental-spectral peaks to study a sample of quartz
and zirconia by single line methods.

Appendix

Supplementary material

A. Continuity

According to the Eq. (2) the continuity property can be expressed as

IoβCl

exp(k2
l ) erfc(kl)

∫ +∞

−∞

exp
(
−π y2

β2
Gl

)

β2
Cl + π2y2

dy =
IoβCr

exp(k2
r) erfc(kr)

∫ +∞

−∞

exp
(
−π y2

β2
Gr

)

β2
Cr + π2y2

dy. (A.1)

The integrals in the Eq. (A.1) can be easily solved [19], leading to

∫ +∞

−∞

exp
(
−π y2

β2
Gl

)

β2
Cl + π2y2

dy =
exp(k2

l ) erfc(kl)
βCl

, (A.2)

and
∫ +∞

−∞

exp
(
−π y2

β2
Gr

)

β2
Cr + π2y2

dy =
exp(k2

r) erfc(kr)
βCr

. (A.3)

Substituting Eqs. (A.2) and (A.3) in Eq. (A.1), it can be demonstrated that the maximum of the left half of the split Voigt
profile is the same than the maximum of the right half, and equal toIo that corresponds to the maximum of the peak. That is,
(2) defines a function continuous in all the points.
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B. Integral breadth

According to the Eqs. (2) and (3), we can write

β=
βCl

exp(k2
l ) erfc(kl)

∫ 0

−∞

∫ +∞

−∞

exp
(
−π y2

β2
Gl

)

β2
Cl + π2(x− y)2

dydx+
βCr

exp(k2
r) erfc(kr)

∫ +∞

0

∫ +∞

−∞

exp
(
−π y2

β2
Gr

)

β2
Cr + π2(x− y)2

dydx. (B.1)

Note that each half has an area that is the area of a Voigt function with the same parameters divided by two. In regard to
this, the left and right-handed terms in Eq. (B.1) can be substituted by the integral breadths of the corresponding Voigt functions
multiplied by1/2, that is

β =
βGl

2 exp(k2
l ) erfc(kl)

+
βGr

2 exp(k2
r) erfc(kr)

=
βl + βr

2
. (B.2)

As it could be expected, Eq. (B.2) reduces to the Voigt integral breadth forβCl = βCr andβGl = βGr.

C. Centroid

The centroid of the split Voigt function can be defined as

< x >=
∫ +∞

−∞
xsV (x)dx, (C.1)

or

< x >=
∫ 0

−∞
xsVl(x)dx +

∫ +∞

0

xsVr(x)dx, (C.2)

beingsVl(x) andsVr(x), respectively, the left-handed and right-handed parts of the split Voigt function. The right-handed part
is proportional to

∫ +∞

0

x

∫ +∞

−∞

exp
(
−π (x−y)2

β2
Gr

)

β2
Cr + π2y2

dydx, (C.3)

where the arguments of the Gauss and Cauchy components (x − y andy, respectively) have been interchanged with respect
to the Eq. (2). Note that this change does not modify the definition of the split Voigt function, due to the properties of the
convolution integral.

Integrals in Eq. (C.3) can be interchanged in the following way

∫ +∞

−∞

(∫ +∞

0

x exp
[
−π

(x− y)2

β2
Gr

]
dx

)
dy

β2
Cr + π2y2

, (C.4)

where

∫ +∞

0

x exp
(
−π

(x− y)2

β2
Gr

)
dx =

1
2

(
β2

Gr exp
(
−π y2

β2
Gr

)

π
+ βGry + βGry erf

(√
πy

βGr

) )
. (C.5)

Note that the third term in the right-handed member of the above equation leads to the following integral iny

∫ +∞

−∞

βGry erf(
√

πy
βGr

)dy

β2
Cr + π2y2

, (C.6)

that does not converge in the [−∞,+∞] interval. A similar result is obtained by examining the left-handed part of the
Eq. (C.2). This means that the centroid of the split Voigt function is not well defined. As consequence, the variance about the
centroid is also not well defined, as in the case of the Cauchy function [19].
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D. Fourier transform

Equation (21), according to the expression (2), translates to

F (t) =
IoβCl

exp(k2
l ) erfc(kl)

∫ 0

−∞

∫ +∞

−∞

exp
(
−π y2

β2
Gl

)

β2
Cl + π2(x− y)2

exp(2πixt)dydx

+
IoβCr

exp(k2
r) erfc(kr)

∫ +∞

0

∫ +∞

−∞

exp
(
−π y2

β2
Gr

)

β2
Cr + π2(x− y)2

exp(2πixt)dydx, (D.1)

or

F (t) =
IoβCl

exp(k2
l ) erfc(kl)

∫ 0

−∞

∫ +∞

−∞

exp
(
−π (x−y)2

β2
Gl

)

β2
Cl + π2y2

exp(2πixt)dydx

+
IoβCr

exp(k2
r) erfc(kr)

∫ +∞

0

∫ +∞

−∞

exp
(
−π (x−y)2

β2
Gr

)

β2
Cr + π2y2

exp(2πixt)dydx. (D.2)

In Eq. (D.2) we can examine first the left-handed term. In this way, interchanging the integrals, we have

IoβCl

exp(k2
l ) erfc(kl)

∫ 0

−∞

∫ +∞

−∞

exp
(
−π (x−y)2

β2
Gl

)

β2
Cl + π2y2

exp(2πixt)dydx

=
IoβCl

exp(k2
l ) erfc(kl)

∫ +∞

−∞

∫ 0

−∞
exp

(
−π

(x− y)2

β2
Gl

)
exp(2πixt)dx[β2

Cl + π2y2]−1dy. (D.3)

The integral inx in Eq. (D.3) can be developed as
∫ 0

−∞
exp

(
−π

(x− y)2

β2
Gl

)
exp(2πixt)dx =

βGl

2
exp(−πβ2

Glt
2) exp(2πiyt)

(
1− i erfi

[√
πβGlt−

√
π

βGl
iy

])
, (D.4)

erfi(z) being the imaginary error function

erfi(z) =
erf(iz)

i
. (D.5)

Thus, Eq. (D.3) can be expressed as

IoβCl

exp(k2
l ) erfc(kl)

βGl

2
exp(−πβ2

Glt
2)

∫ +∞

−∞

exp(2πiyt)
β2

Cl + π2y2

(
1− erf

[√
π

βGl
y +

√
πβGlti

])
dy, (D.6)

that it can be written as

IoβCl

exp(k2
l ) erfc(kl)

βGl

2
exp(−πβ2

Glt
2)

(∫ +∞

−∞

cos(2πyt)
β2

Cl + π2y2
dy −

∫ +∞

−∞

exp(2πiyt)
β2

Cl + π2y2
erf

[√
π

βGl
y +

√
πβGlti

]
dy

)
. (D.7)

taking into account that the integral
∫ +∞

−∞

sin(2πyt)
β2

Cl + π2y2
dy, (D.8)

vanish due to the odd character of the sine function. In regard to this, after some manipulation, Eq. (D.3) can be expressed as

IoβCl

exp(k2
l ) erfc(kl)

βGl

2
exp(−πβ2

Glt
2)

(
β−1

Cl exp(−2βClt)−
∫ +∞

−∞

exp(2πiyt)
β2

Cl + π2y2
erf

[√
π

βGl
y +

√
πβGlti

]
dy

)
. (D.9)

It can be proved that the integral containing the error function provides the imaginary part of Eq. (D.3), although it can not
be expressed in a simple form, as in the case of the real part. In a similar way, the right-handed term of Eq. (D.2) can be written
as

IoβCr

exp(k2
r) erfc(kr)

βGr

2
exp(−πβ2

Grt
2)

(
β−1

Cr exp(−2βCrt) +
∫ +∞

−∞

exp(2πiyt)
β2

Cr + π2y2
erf

[√
π

βGr
y +

√
πβGrti

]
dy

)
, (D.10)
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also being the integral containing the error function the corresponding imaginary part of the Eq. (D.10). Now, the sum of the
left- and right-handed parts is

FT (t) =
IoβCl

exp(k2
l ) erfc(kl)

βGl

2
exp(−πβ2

Glt
2)

(
β−1

Cl exp(−2βClt)−
∫ +∞

−∞

exp(2πiyt)
β2

Cl + π2y2
erf

[√
π

βGl
y +

√
πβGlti

]
dy

)

+
IoβCr

exp(k2
r) erfc(kr)

βGr

2
exp(−πβ2

Grt
2)

(
β−1

Cr exp(−2βCrt)+
∫ +∞

−∞

exp(2πiyt)
β2

Cr+π2y2
erf

[√
π

βGr
y+
√

πβGrti

]
dy

)
. (D.11)

Note, as I have pointed out, that the imaginary part can not be expressed in terms of simple analytical functions.
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