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A quantum particle in a circle; an informational approach revisited
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We study the localization-delocalization of a particle moving within an infinite circular well of radiusr0 from a theoretical information point
of view. We computed the Shannon entropy, Fisher information and disequilibrium in configuration and momentum spaces for a collection of
stationary states. Comparing our results of Shannon entropies with those previously published we found good agreement with those. Shannon
entropy, Fisher information and the disequilibrium offer complementary results for the description of the particle localization-delocalization.
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1. Introduction

Information theory is an area of constant growth, as shown
by the number of papers published each year, and of wide
application in various areas of knowledge. Some examples
of its applications are: the study of earthquakes [1], image
retrieval and indexing [2], cryptography [3], noise theory [4],
robot navigation [5], machine learning [6], study of early
stone tools [7], black holes [8], etc.

In particular in quantum mechanics it has been used to
study free systems and some systems subject to spatial con-
finement. The Shannon entropy has been used as a mea-
sure of electron localization-delocalization in aromatic com-
pounds [9], in atomic and molecular calculations [10-24] and
recently, in spatially confined systems such as: the hydro-
gen atom, helium and multi-electron atoms enclosed within
penetrable and impenetrable walled boxes, models that simu-
late the behaviour of matter under the action of high external
pressures.

The particle inside an infinite circular well (ICW) is a
simple quantum mechanical example [25-27], but the study
of this system is not only of academic interest. Donget al.
[28] studied the Shannon entropy in configuration and mo-
mentum spaces of a particle in an ICW like a mathematical
example. On the other hand, Corzoet al. [29] studied the
particle inside an ICW as a model of an electron in a cir-
cular quantum corral. They calculated the radial Shannon
entropy in the configuration and momentum spaces and also
they introduced a one dimensional entropy with a more sim-
ple structure as a function of the radial and angular quantum
numbers. Cruzet al. [30] studied an electron inside an ICW
in the presence of a magnetic field. Taiet al. [31] found by
molecular calculations that the clusterB2−

20 has the shape of
a ICW.

Corzoet al. [29] and Donget al. [28] analysed the radial
standard deviation and radial Shannon entropy of the problem
of a quantum particle in an ICW. Corzoet al. [29] pointed out
that the standard deviation is sensitive to the shape and width
of the probability density distribution. This fact is reflected
in a study made by Bialynicki-Birula and Rudnicki [32] in
which they show that in some very simple physical systems
the standard deviation has serious fails in the description of
the dispersion of the probability density.

Corzo et al. [29] found that the radial standard devia-
tion and the radial Shannon entropy have different behavior.
The radial standard deviation of different states as a func-
tion of the radial quantum number shows an increase,i.e.,
it shows a growing in the dispersion in the probability den-
sity distribution (delocalization). While the radial Shannon
entropy shows a trend towards localization for states with an-
gular momentumm ≤ 4. They found that the radial Shannon
entropy results give a measure consistent with the probability
distribution of the analyzed states.

The aim of this work is to study the localization-
delocalization of an electron inside an infinite circular well
by means of the following information measures: Shannon
entropy, Fisher information and disequilibrium, in configura-
tion and momentum spaces. Our interest in using thes infor-
mational measures is to know whether these other measures
give results equivalent to those of the Shannon entropies re-
ported previously [28,29] or whether additional information
is obtained.

The structure of the work is as follows: In Sec. 2, we
show the eigenfunctions and eigen–energies of a particle in a
circular box. In Sec. 3 we briefly describe the quantum prob-
ability density in configuration and momentum spaces and,
the informational measures: Shannon entropy, Fisher infor-
mation and disequilibrium. In Sec. 4 we show the results and
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analysis of the computed measures. Finally, in Sec. 5 we give
our conclusions.

2. Methodology

2.1. Energy and eigenfunctions

This problem has already been adressed by other authors, so
we will only give a brief description of it. Consider a par-
ticle of massme moving inside a planar circular region of
radiusr0 and with impenetrable walls. The Hamiltonian of
the system is given by:

H =
p2

2me
+ Vc(r), (1)

where Vc(r) is the confinement potential of impenetrable
wall

Vc(r) =





0 if 0 ≤ r ≤ r0

∞ if r > r0

. (2)

The Schr̈odinger equation in polar coordinates (r, φ) is the
following

− ~2

2me

(
1
r

∂

∂r

(
r

∂

∂r

)
+

1
r2

∂2

∂φ2

)
ψ(r, φ) = Eψ(r, φ).

(3)

The solutions of this equation are well known [25-31,33],

ψn,m(r, φ) = Rn,m(r)ϕm(φ), (4)

where,

Rn,m(r) =
√

2
r0J|m|+1(Xn,m)

Jm(Xn,m

r

r0

), (5)

and

ϕm(φ) =
1√
2π

eimφ, (6)

wheren is the radial quantum numbern = 0, 1, 2, 3, . . . , m
is the quantum number associated withLz, |m| = 0, 1, 2, . . . .
Jm are the Bessel functions of first kind and orderm and
X

n,|m| is itsnth zero [34-36].
The energy eigenvalues are given by:

En,m =
~2X2

n,|m|

2mer2
0

. (7)

The statesψn,m y ψn,−m are degenerated to the same energy
for m 6= 0, sinceJ−m = (−1)mJm then,Jm andJ−m have
the same zeros.

In Fig. 1 we show the behaviour of the energy function as
a function of the confinement radiusr0.

2.2. The quantum probability density

The probability density in configuration spaceρ(r, φ) is de-
fined as:

ρ(r, φ) =
∣∣ψn,m(r, φ)

∣∣2 = ψ∗
n,m

(r, φ)ψn,m(r, φ), (8)

whereψ(r, φ) is given by Eq. (4). Due to the form of Eq. (4),
the probability density is independent ofφ

ρ(r) =
1
2π

( √
2

r0J|m|+1(Xn,m
)
J

m
(X

n,m

r

r0

)

)2

, (9)

it is also convenient to define the radial probability density
ρr(r) as follows

ρr(r) =
∫ 2π

0

∣∣ψ
n,m

(r, φ)
∣∣2 dφ. (10)

The wave function in momentum spaceΦn,m(p, θ) is ob-
tained by means of the Fourier transform of the wave function
in configuration space,i.e.

Φ
n,m

(p, θ) =
1
2π

∫ 2π

0

∫ r0

0

ψn,m(r, φ)e−i~p·~rrdrdφ, (11)

whereψn,m(r, φ) is given by Eq. (4). Then,

Φn,m(p, θ) =
1

(2π)
3
2

√
2

r0J|m|+1(Xn,m)

×
∫ 2π

0

∫ r0

0

Jm(Xn,m

r

r0

)eimφe−i~p·~rrdrdφ, (12)

we apply the following identity [34]
∫ 2π

0

e−ikrcos(φ−t)

{
cos(mt)
sin(mt)

}
dt

= 2πim
{

cos(mφ)
sin(mφ)

}
Jm(kr). (13)

A straightforward calculation gives

Φn,m(p, θ) =
imeimθr2

0√
2π

( √
2

r0J|m|+1(Xn,|m|)

×
{

X
n,|m|Jm−1(Xn,|m|)Jm(r0p)

(r0p)2 −X2
n,|m|

})
. (14)

The probability densityγ(p, θ) in momentum space is
given by

γ(p, θ) = Φ∗
n,m

(p, θ)Φn,m(p, θ). (15)

3. Entropic measures

The Shannon entropy, Fisher information and disequilibrium,
in the position and momentum spaces, describe how con-
centrated or dispersed the probability density is. The study
of these quantities has been used in the analysis of different
quantum systems, such as particles, free and confined atoms
[10-24,30,37-48].
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3.1. Shannon entropy

3.1.1. Configuration space

The Shannon entropy in configuration space is interpreted as
the uncertainty in estimating the position of the particle in
space.

The definition of the Shannon entropy in the configura-
tion space for the two-dimensional system under analysis is
given by:

Sρ = −
∫ 2π

0

∫ r0

0

ρ(r, φ) ln [ρ(r, φ)] rdrdφ, (16)

whereρ(r, φ) is given by Eq. (9), so Eq. (16) can be written
as,

Sρ = −2π

∫ r0

0

ρ(r) ln [ρ(r)] rdr. (17)

The Shannon entropySρ is a global measure of the dis-
persion of the probability densityρ(~r).

3.1.2. Momentum space

The Shannon entropy in momentum space is given by,

Sγ = −
∫ 2π

0

∫ ∞

0

γ(p, θ) ln [γ(p, θ)] pdpdθ, (18)

where the probability density in momentum spaceγ(p, θ) is
given by Eq. (15).

Bialynicki-Birula and J. Mycielski (BBM) [49] showed
that there is an uncertainty relation between the entropies,Sρ

andSγ , which for the two-dimensional space is given by

Sρ + Sγ ≥ 2(1 + ln [π]) ≥ 4.28946. (19)

3.2. Fisher information

3.2.1. Configuration space

For the present system the Fisher information in the configu-
ration space is defined as

Fρ =
∫ 2π

0

∫ r0

0

|~∇ρ(r, φ)|2
ρ(r, φ)

rdrdφ, (20)

the probability densityρ(r, φ) is given by Eq. (8), then, the
Fisher information is simplified to

Fρ = 4
∫ r0

0

(
d

dr
Rn,m(r)

)2

rdr. (21)

The Fisher informationFρ is a measure of the narrow-
ness of the probability density and it is a local measure of the
oscillations ofρ(~r).

3.2.2. Momentum space

The Fisher information in momentum space is given by

F
γ

=
∫ 2π

0

∫ ∞

0

|~∇γ(p, θ)|2
γ(p, θ)

pdpdθ, (22)

the probability densityγ(p, θ) is given by equation (15), and
the wave functionΦn,m(p, θ) by equation (14), then

F
γ

= 4r4
0

∫ ∞

0

(
d

dp

( √
2

r0J|m|+1(Xn,|m|)

×
{

X
n,|m|Jm−1(Xn,|m|)Jm(r0p)

(r0p)2 −X2
n,|m|

} ))2

pdp. (23)

When the wave function in configuration spaceψ(~r) is a
real function, the Fisher information in positionFρ and mo-
mentumFγ spaces satisfy the following position–momentum
uncertainty relation [50],

FρFγ ≥ 4N2, (24)

whereN = 2, is the system dimension.

3.2.3. Disequilibrium

The disequilibriumD is also called Onicescu energy or self–
similarity [51,52]. The disequilibrium in configuration space
Dρ is defined as:

Dρ =
∫

ρ2(~r)d~r, (25)

the disequilibrium gives a measure the separation between
two distributions, one of them is the equilibrium density.

The disequilibrium in momentum space is defined as:

Dγ =
∫

γ2(~p)d~p. (26)

For a normal probability density the value of the disequi-
librium is equal to the inverse of the square root of the vari-
ance [53]. If the probability density is very compact the vari-
ance is small and the disequilibrium will have a large value
and vice versa.
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FIGURE 1. Energy eigenvalues for few states(n, m) as a func-
tion of the confinement radiusr0. Energy eigenvalues for few
states(n, m) as a function of the confinement radiusr0 .

4. Results

Energy eigenvalues

In Fig. 1 we show the behaviour of energy eigenvalues of few
states(n,m) as a function of the confinement radiusr0 . The
energy eigenvalues decrease for all states as the confining ra-
dius increases. As the confinement radius grows the uncer-
tainty in the particle position also increases, because the par-
ticle has a larger space to move, and by the Heisenberg un-
certainty principle, the uncertainty in the linear momentum
of the particle decreases. Since the particle has only kinetic
energy, it decreases with increasing confinement radius.

For states withm 6= 0, they have double degeneracy,i.e.,
En,−m = En,m .

Shannon entropy

The Shannon entropy, in either of the two spaces, cannot
be obtained in analytical form, to obtain its values we used
numerical integration by means of the Mathematica 13 pro-
gram. For Shannon entropy, Fisher information and disequi-
librium, in the momentum space we replace the upper limit
of integration ‘∞’ in Eqs. (18) and (23) by pmax. To ob-
tain the value ofpmax we use the normalization criterion,
since we know that the wave function in the momentum space
Φn,m(p, θ) is normalized to unity. Therefore, we choose the
value ofpmax at which the result of the normalization integral
is:∫ 2π

0

∫ pmax

0

Φ∗
n,m

(p, θ)Φn,m(p, θ)pdpdθ = 0.999999, (27)

we found thatpmax = 300 is enough in all the studied states.

FIGURE 2. Shannon entropy in configurationSρ and momentum
Sγ space as a function of the confinement radiusr0 .

In Fig. 2 we show the behaviour of the Shannon entropy
as a function of the confinement radiusr0. In Fig. 2a) is
shown that the Shannon entropy in the configuration space in-
creases (delocalization) whenr0 grows. In Fig. 2b) is shown
that the Shannon entropy in momentum space decreases (lo-
calization) asr0 grows, this indicates that the probability den-
sity in the momentum space is more compact. Whereas when
r0 diminishes the Shannon entropy in the configuration space
decreases (localization) and in the momentum space it in-
creases (delocalization). The behavior of the Shannon en-
tropy Sρ in configuration space shown in Fig. 2a) is in full
agreement with the results of Ref. [28]. However, the behav-
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FIGURE 3. Variation of Shannon entropy in position and momentum space varying the quantum numbersn andm, for a confinement radius
of 6 a.u.

ior of the Shannon entropy in the momentum spaceSγ shown
in Fig. 2b) and the results of Ref. [28] are somewhat differ-
ent, the results obtained in Ref. [28] show strong variations
as a function ofr0, while in the Fig. 2a) the curves ofSγ are
smooth.

Figure 3 shows the behavior of the Shannon entropy as
a function of the radial quantum numbern for different val-
ues of the angular momentumm, for a fixed confining radius
r0 = 6 a.u. The Shannon entropy in configuration spaceSρ

for the states with|m| = 0, 1, 2, 3 and4 decreases faster as
n increases, indicating more localization with the increment
of the radial nodes. On the other hand, for states with angu-
lar momentum|m| = 5, 6 and7 the behavior ofSρ indicates
first a delocalization of the particle, then, by continuing to in-
crease the quantum numbern, the particle tends to be more
localized in this space. The Shannon entropy in momentum
spaceSγ shows a delocalization of the particle as the num-
ber of radial nodes increases. The behaviour of Shannon en-
tropy in configuration spaceSρ of Fig. 3 is the same found
by Corzoet al. [29]. Unfortunately, they do not calculate the
radial Shannon entropy in momentum space. Figure 4 shows
the radial densityρr(r) for a collection of states(n,m) for a
fixed valuer0 = 6 a.u., this figure is analogous to Fig. 3 of
Ref. [29]. The Fig. 4 is useful to interpret the results of the
Shannon entropy of this system. The rows of Fig. 4 have a
fixed quantum numberm, in the first columnn = 0, in the
next columnn = 1 and in the third columnn = 2. In the
first column of Fig. 4,n = 0, as the value ofm increases the
radial probability density becomes more compact (localiza-
tion), which is consistent with the Shannon entropy for the
curve withn = 0 as a function ofm, (Fig. 5).

Figure 5 shows the behavior of the Shannon entropy as a
function of the angular momentum quantum numberm, for
ten values of the radial quantum numbern, maintaining a
fixed radiusr0 = 6 a.u.. The Shannon entropy in the config-

uration spaceSρ, for states withn = 0, 1 and 2, increases
fast, indicating a delocalization of the particle, asm contin-
ues to increase the Shannon entropy decreases, indicating fur-
ther spatial localization. The Shannon entropy for states with
n > 2 increases slowly, and as shown by Corzoet al. [29],
this entropy tends to decrease for values ofm greater than
10. On the other hand, the Shannon entropy in the momen-
tum spaceSγ increases slowly with increasingm indicating
a delocalization in the momentum space.

In Fig. 6 we show the Shannon entropy in configuration
and momentum spaces and the entropic sumSt = Sρ + Sγ

as a function of the confinement radiusr0 . The Shannon en-
tropiesSρ andSγ are symmetric with respect to each other,
when one increases the other decreases in the same propor-
tion, this results in the total entropy remaining constant as a
function of r0. The total entropy satisfies the BBM uncer-
tainty relation (19).

Fisher information

In Fig. 7 left, we show the behaviour of the Fisher informa-
tion Fρ in configuration space, and in Fig. 7 right the Fisher
informationFγ in momentum space, as a function of the con-
fining radiusr0. It is observed that for these states the Fisher
information in the configuration space decreases as the con-
finement radius increases, indicating a delocalization of the
probability density and as a consequence the uncertainty in-
creases when estimating the particle position. In contrast, the
Fisher information in the momentum space increases with in-
creasing confinement radius, indicating that the probability
density in this space is more concentrated.

Figure 8 shows the behavior of Fisher information in con-
figuration and momentum spaces as a function of radial quan-
tum numbern for eight different values of the angular mo-
mentumm, for a fixed radiusr0 = 6 a.u. The Fisher in-
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FIGURE 4. Radial densityR2
nm for the states(n, m) for a fixed confinement radiusr0 = 6 a.u.

Rev. Mex. Fis.71040701
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FIGURE 5. Variation of Shannon entropy in position and momentum space varying the quantum numbersm andn, for a confinement radius
of 6 a.u.

FIGURE 6. The Shannon entropy in configuration and momentum spaces, and the total entropy for different states(n, m) as a function of
the confinement radiusr0.

Rev. Mex. Fis.71040701
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FIGURE 7. Fisher information in configuration and momentum spaces for different states(n, m) as a function of the confining radiusr0.

FIGURE 8. Variation of Fisher information in position and momentum space varying the quantum numbersn andm, for a confinement
radius of 6 a.u.

formation in configuration spaceFρ grows asn increases.
The Fisher information in momentum spaceFγ also increases
with n but quickly reaches its asymptotic limit.

Figure 9 shows the Fisher information in configuration
and momentum spaces as a function of the angular momen-
tum m for different values of the radial quantum numbern,
for a fixed value ofr0. In configuration spaceFρ grows as a
function ofm, whereas, in the momentum spaceFγ dimin-
ishes, as expected.

In Fig. 10 we show the Fisher information in configura-
tion and momentum spaces for six different states(n,m), as a
function of the confinement radiusr0. Note the very symmet-
rical behavior betweenFρ andFγ. The Fisher information in
configuration spaceFρ decreases, whereas, in the momentum

spaceFγ increases asr0 grows. The productFρFγ remains
constant as the confinement radiusr0 increases. We must re-
member that wave functions [Eq. (4)] withm 6= 0 are not
real-valued functions, however, the relation (24) is satisfied.

Disequilibrium

As we mentioned in Sect. 3.2.3, for a normal probability den-
sity the value of the disequilibrium is equal to the inverse of
the variance. When the probability density is very compact
the variance is small and the disequilibrium will have a large
value and vice versa. The probability densities studied in this
paper are not normal densities but still in this case the dis-
equilibrium gives a measure of how dispersed these proba-
bility densities are. A large value of the disequilibrium is

Rev. Mex. Fis.71040701
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FIGURE 9. Variation of Fisher information in position and momentum space varying the quantum numbersm andn, for a confinement
radius of 6 a.u.

FIGURE 10. Fisher information in the configurationFρ and momentum spacesFγ , and the information productFρFγ for states(n, m) as a
function of the confinement radiusr0.

interpreted as localization, while a small value will be delo-
calization. In Fig. 11 we show the disequilibrium in configu-
ration and momentum spaces. As the confining radius dimin-
ishes the value of the disequilibrium in configuration space
Dρ increases, this means that the probability density of all
states(n,m) becomes more compact (localization). On the
other hand, in the momentum space the desiquilibriumDγ

decreases (delocalization) asr0 diminishes. Whenr0 grows

the values ofDρ decrease (delocalization) and the values of
Dγ increase (localization). Figures 11 and 7 of the Fisher in-
formation show certain similarity. The results obtained with
the disequilibrium are in complete agreement with those ob-
tained with the Shannon entropy and Fisher information.

In Fig. 12 is shown the disequilibrium as a function of ra-
dial quantum numbern in the configuration and momentum

Rev. Mex. Fis.71040701
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FIGURE 11. Disequilibrium in configuration and momentum spaces for different states(n, m) as a function of the confining radiusr0.

FIGURE 12. Disequilibrium in configuration and momentum spaces as a function of the quantum numbersn for different quantum numbers
m for a confinement radius of 6 a.u.

spaces, each curve representing states with the same angu-
lar momentum quantum numberm. The disequilibrium in
configuration spaceDρ, of state(n,m) will be denoted as
Dρ(n, m). We see from Fig. 12 ,Dρ(0, 0) > Dρ(0, 7) >
Dρ(0, 6), etc. This order changes asn increases, as for ex-
ample, forn > 2, the order isDρ(n, 7) < Dρ(n, 6) <
Dρ(n, 5) · · · < Dρ(n, 0) and the values ofDρ increases (lo-
calization) for all states. On the other hand, the disequilib-
rium in momentum space is always a decreasing function of
n (delocalization).

In Fig. 13 is shown the disequilibrium as a function of
angular quantum numberm in the configuration and momen-
tum spaces, each curve representing states with the same ra-
dial quantum numbern. The disequilibrium in the configu-
ration space, for states withn = 0, 1 and 2, first decreases
(delocalization) reaches a minimum value and then slowly
increases (localization) as a function ofm. For states with
n > 2, the disequilibrium decreases (delocalization) as|m|
grows from 0 to 7. The disequilibrium in the momentum
space decreases (delocalization) asm increases.

Rev. Mex. Fis.71040701
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FIGURE 13. Disequilibrium in configuration and momentum spaces as a function of the quantum numbersm for different quantum numbers
n for a confinement radius of 6 a.u.

5. Conclusions

We studied a particle confined in a circular region of radius
r0, we show that the eigenenergies of the states(n,m) show
a decreasing behaviour with increasing ofr0, as it would be
expected physically (as a consequence of the Heisenberg Un-
certainty Principle, as we mentioned above).

We used the Shannon entropy, Fisher information and dis-
equilibrium as measures of localization-delocalization of the
confined particle in a circular region.

In the configuration space the particle delocalizes as the
confining radius increases, while in the momentum space the
particle tends to localize. These results were to be expected
physically, since as the confining radius increases the region
in which the quantum particle is located becomes larger, in-
creasing the uncertainty in the position of the particle and
reducing the uncertainty in its momentum, in agreement with
the Heisenberg uncertainty principle.

For fixed values of the confining radiusr0 and the angu-
lar momentum quantum numberm the following was found:
1) The Shannon entropy in the configuration space as a func-
tion of the radial quantum numbern decreases (localization),
whereas in the momentum space the opposite occurs, the
Shannon entropy increases (delocalization). 2) The Fisher
information in the configuration space and in the momentum

space increase as a function of the radial quantum numbern.
3) The disequilibrium in the configuration space grows (lo-
calization), while in the momentum space it decreases (delo-
calization), as the radial quantum numbern increases.

For a fixed value of the confining radiusr0 and the radial
quantum numbern we found the following: 1) For states with
n = 0, 1 and 2 the Shannon entropy in configuration space,
first increases (delocalization), reaches a maximum and then
decreases (localization) as|m| grows. Whereas for the other
states this entropy always increases slowly (delocalization).
The Shannon entropy in momentum space is always an in-
creasing function (delocalization) of|m|. 2) The Fisher in-
formation in configuration space is an increasing function of
|m| for n = 0, 1,...,9. Whereas Fisher information in mo-
mentum spaces is always a decreasing function of|m|. On
the other hand, the disequilibrium in configuration space as
a function of|m|, for the states withn = 0, 1 and 2, first
decrease (delocalization), reaches a minimum and then in-
crease (localization) slowly. For the other statesDρ always
decreases (delocalization). The disequilibrium in momentum
space decreases (delocalization) as|m| increases.

In this work we have reproduced the behavior of the
Shannon entropy obtained previously [28,29], and we have
extended the study using the Fisher information and disequi-
librium in configuration and momentum spaces.
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teller potential.Phys. Rev. A, 69 (2004) 052107,https://
doi.org/10.1103/PhysRevA.69.052107 .

16. J. S. Dehesa, A. Martinez-Finkelstein, and V. N. Sorokin. In-
formation theoretic measures for morse and pöschl-teller po-
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50. P. Śanchez-Moreno, A. R. Plastino, and J. S. Dehesa, A quan-
tum uncertainty relation based on Fisher’s information.J. Phys.
A: Math. Theor., 44 (2011) 065301,https://doi.org/
10.1088/1751-8113/44/6/065301 .
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