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¡\ dC'sign mp/hod 101' .\Iarko1! gPtJPratoT5 is dpscrib('d u ..,;ng as dC'sign ¡,aramC'-

/e1'S the <,lpme71ts ol/he ,\larkotl matrix d<'lining tbe proepss ,,'hieh charactrr;;:;('.<;

th<, rJtJtptd signal, Cml.<;I1'uclirzg Ibe getJrrato1' as a probabilL<;ti. autmnrllr)}l. 1/'('

Irlmal a,zalogy h('/Il'('erl tbe logi.al pquatio'l systpm 01 Ihe rluto}}uJtr)/J a1/(1 thl' al~('-

mai. ('quation 5YSt('1l/ 01 tb(' .orrps/Hmding MarkOlI proc('ss is u,<;('r/ lo ('x ¡"C' ..•.,••.al~p.

maie conditicm.'" 101' /Jro!Jabililips 01 tbe signals ill 1('1'ms ollogieal cmlllil;,m.'" lor

the sig'lal5 Ih('m5('ll'('5. 11 is ShOlNJ, that by estabH .•.hir¡f, ar¡ adequatp Offrp-

spondence betll'e(',z Ihe ('l('men/s ollh(' .\la1'kot' matrix anri th(' elemptJl-<; 01 /he P\"( i-

talir.m ma/rix 01 Ihe au/oma/orJ, /h(' equa/iotJ S)'5 1('m and Ih(' cire/Ji! diagram (JI a

gC'I('ratcff correspmuJi'If, lo a'l arhitrar)' chosen ,\lark{Jt! matrix can b(' dpriur-ed,
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RESUMEN

S".. d~scrib~ un método d~ ¿ise,io de generadcres .\1.arkol/ianos usando como

parámetros dfO disojo los ('/em('n/os de la matriz de .\larkOl' que caractniza la S('.

iia/ de salida de/ gf"neradcr. H ¡generador se COTlslru)'(' ('11 forma de un autómata

¡robahilís/ico, aprOl!('chando la analogía formal existente ('nlr, el s;s/(>ma de ('qua.

cioll{'s lógicas del autómata y el sistema de equachmes a/gpbraicas df'/ proceso

de .\larkrJtl correspor1d;e'lte, paTa expresar las condiciones probabilísticas de las

.'i(',ia/r.". en j(,rma d(' condicio7l(,S 16gicas válidas para las mismas.

Se demuestra qtU', estipulando asignacifmf's adecuadas ('n/re los e/f'mf'n/os

de la matriz de t\larkOl!)' los elementos de la matriz de f!xci/ación de/autómata, el

,.ds/emO dí" ecuacimles )' el diagrama del circuito del generador pued("lI df"ducirsf!'

a partir d(' 1m.1 matriz df" Markotl arbitraria.

In the lost yeors the usefulness of signol generatCl"s for stochostic signals

with well defined statisticol characteristics has been recognised in vorious re-

search centers in different countries. Aport from the already well knO'Nn method

d computer generation of stochostic signals, the construction of special labora-

tory devices has been undertaken, first for well defined Poissonian signals with

adjustabie p'obobilities, afterwards for different classes of continuous and dis-

crete type ~rkoffian signals1•2,J.4 where the methods of design differ, in general,

as widely as the purposes, for which these instruments hove been constructed.

The des ign method deve loped in the Laboratorio de Cibernético de la Comi-

sión Nocional de Energía Nuclear is bosed on the general mathematical theory of

finite MarkoTfian processes5•6, and the theory of finite automota of A. Medina7,

as well as on the generolisation of this latter far probabilistic automotoR. Hoving

been opplied, sorne yeors ago, to o speciol cose of 03 symbol generator2, its

a ppl icol ion to the genero I case of u,orkov signa Is of '1 d iscrete symbols chorocter-

ized by On orbitrary Morkov motrix, will be discussed in this papero The de-

scriPtion of o device, reolized in our loborotcry, will illustrate o possible form of

use of th is des ign method.
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The generotor is cons idered as an automoton characterized by a system of

logical equotions which determine its transitions between its interno I states.

MJking use of the formal anology which exists between this equation system 000

the system of algebraic equotians which determines the transitions of ci .stotionory
Morkov process of the some finite number'l of discrete stotes, it is possible to

deduce the des ign parameters of the automoton from the characteristic parometers

of the Mcrkov p-ocess in such o way, thot the output signol of the outomoton will

be a statistical replico of the Morkov process.

The correspondence is complete, that is: Starting from a given Markav

motrix, one can obtain o system of logicol equotions of on autC'moton af the some

number of stotes, whose output signal follows the process determined by the

Markov matrix, And, storting (rom o system of logico I equotions os choracteri~

zing o given automoton, one can obtoin the ,Vtcrkov motrix corresponding to its

output signol. The circuit diagram of the generotor may, finally, be deduccd from

its system of logical equotions by well known methods of logical designo

Itwill be shown that the correspondence between the design parameters af

the automaton cnd the elements of the Morkov matrix can be estoblished in o quite

general monncr, introducing only the general conditions holding for every finite

automoton, os we 11es the corres pond ing general cond itiaos hold ing for ev~ry

stotionary Morkov process with the some number of discrete states.

THE STRUCTURE' OF THE AUTOMA TON

The syst~m of cononicol equotions of the outomaton has the form

y(1 + 1)

z (1)

f' [y(I). x(l) ]

G[y(I»)

(1)

(2 )

where y are the stotevoriobles ot time t ond t + 1 respectively, x the stimuli and z the

output variables. Equation system (1) represents the state variables at every

quantized time interval (01" -moment") /, / + 1, / + 2, ••.. os functions of the stote
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variables of the immediately preceding moment and the stimuli occurring at it,

whereas in (2) the ourput variables ore expressed os functions of the state varia-

bles occurring ot rhe same mOment.

Equotlon system (1) con always be written os

(1a)

where El and E are logicol stote vectors at time t + 1 and t res p., whose com-

ponents are the interno I stotes of the outomot.on ot the corresponding t.imes, while

x, the so-called excitotion motrix, is a n x n logicol motrix formed by the stimuli

governing the transitions between the 11stotes. The operation .0" of symbolic

rrtltrix multiplicotion is defined by the folJowing rule: Proceed os with adinary

motril( multiplication, but substiture every product by the corresponding logicol

conjunction, and every Sum by the corresponding logical alternation.8

As an illustrotion of (la) suppose On autometon of 11 binary stotes

(AI,\ '" An) I whose tronsitions ,1, ....•A¡ Ore produced by o set of binory stimuli

xji(i,j= 1,2 ... n). (la) canthenbewrittenformollyos

,\ x xI2 •••• XI" A,11

'\, x
21 x22 •••• x2" ,"O (3 )

A t + 1 x x "2'" .X"" ~;nn n,

where the stote vector at the ¡eft side corresponds to El, that of the right side to

Ti of equation (lo). jf we des ignote the components of El w ith ,ti, Al ..• Al , the
l' n

components o; E with A , A '" A , equation s (3) ore written out by opplicotion1 2 11

of the rule of symbolic motril( multiplicotian "o" in the form:

v v = ••• v X .• A
tn n (4 )

u= 1,2 ... n)
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meoning thot the outomoton will be faund ot time t T 1 in stote A¡ whenever it wos

ot time t, one mament before: In stote A ond being stimuloted by x. , or in srote
1 /1

,t2 ond stimuloted by xj2' or ...•.•. , in stote An, being stimuloted by x¡n (Note 1)

This stotement is illustrated by the flow.odiagram of Fig. 1 •

The general invariance conditions', holding at e~ry time intervol for every

finite outomoton, toke the form:

(5)

A¡ • A. : 'R lor i t k (i, k: 1,2 ... n)

which meons thot in every quontized time interval the outomoton has to be found in

Sorne stote, ond con not be in two á¡"erent stotes at the SOrne time.

If we opply conditions (5) to the stotes ot / + i, and substitute from (4) we

get ano!ogous conditions for the columns of the excitotion motrix X, thot is, fOl" the

tronsitions which ore possible, starting from the sorne s tate Aj ot moment /,

(i: l,2 .•. n):

X. v ••• V
2 ,

(6)

Xii' x.i: 'R lar if k (J~k: 1,2 ... n)

express ing the obove conditions in o dynomic form: Storting from Aj, the autontJton

has to go in the next mom~nt to sorne of its states ond cannot go to two different

stotes ot the SOrne time.

As to the output equations (2), we introduce the follow ing convention:

Suppose on output signol composed of n simbo!s al ' a
2

••• an• Whenever the

automoton is in state Aj, the symbol Qj appeors in its output (i = 1,2 ... n). In

Note 1: Logicol coniunction is designoted here by •• -, logical ollernotion (inclusive "Of''')

by .v", tautology by""., antitoutology by "'5..-, whereos the truth volues of binary

variables are written simply: 0,1.

161



this manner the output sequence follows the stote sequence ond need not to be

treoted seporotely.

GENERALlSATION FOR PROBABILlSTIC AUTOMATA

Equotions (lo) ond (3), volid far deterministic outomoto con nOW be written

famolly in on identicol woy os the system of olgehraic equotions, which determine

the tronS it ions of a sto t ionory Morkov proces s of o fin ite n umber n of d iserete

stotes, ar the symbol sequences of o stotionory Morkov signol with o finite number

TI of discrete symbols a , a ••• a • The difference between the probobilistic ond
I 2 n

the logic equotion system-o¡xnt from the difterent olgebro ¡nvolved in eoch cose-

Hes in the fact, thot the elements of the X motrix ore in the probobilistic case the

conditionol probobilities of the tronsitions A. -. A. , coused by the stimuli x ..•• ] ] 1

The Morkov signol of n symbois a , a .•. a is governed byequotion
1 2 n

system

(1 b)

where the operation to be performed between X and E ¡s, this time, ordinory motrix

multiplicotion, ond the elements of the X motrix are the conditionol PTobobilities

P (ajla¡) of occurrence of symbol aj, when symbol o¡ has occurred ot the moment

immediotely before. The components of the stote vectarS ore he re the obsolute

probabilities p(o¡) of the individuo 1 symbols, independent of time far the stotionory

cose.
If we assign now to every stimuius Xj¡ a certoin probability of assuming the

volue 1, p(x
j
; = 1), as well as a certoin probobility of ossuming the volue O,

P(.\'ji = O) = 1 - P(xj¡ = 1}, we can estoblish 01: 1 correspondence between the

stimuli x
j
;' which induce in the output of the outomaton the sequence ai -00 a,'

ond Ihe elements of the Markov motr;x p(a la.), setting
1 '

P ('''ji = 1) = p (a¡la¡)
(7)

P (xji O) 1-p(a¡la¡)
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Writing, for brevity

P(X¡i = 1) = P(x¡i)

(8)
P(X¡i = O) = P(xJ;)

where x~. is the negotion of x .. , (7) becomes

" "

(7a)

p(x:.) = 1 - p(a./a.)" , '
Assignment (70) introduces for the stimuli x .. a series ef new conditions

l'
to be satisfied, in addition to conditions (6) deduced from general automota theory.

It can he shown th"t this restriction leads to no controdiction. Moreover, the xii

con be se lected in such a way, thot conditions deduced from the theory af Markov

processes are outomotically fulfilled, if the xii satisfy conditions (6), deduced

from general automota theory.

CONDITIONS FOR THE INPUT SIGNALS

By definition of the Markov process we have

(9)

fO'"any sequence af symbols Q , a ..• a. of' any length i> 1. That is, the con-
" '

ditionol probobility of the occurrence of symbol Q¡ depends only af the symbol a,"

which had occurred immediately before, and not of the post history af the latter.

The so~efjned Morkov process is colled also "first a-der Markov process".

Moreover, the elements of the Markov motrix hove to fulfill the so.called

marginol conditions:

163



;,:p(a/ai) = 1
I

(i = 1,2 """" ,,) (lO)

To sotisfy coodifioo (9) the 112 stimuli x .. (j, i = 1,2 ... TI) hove beeo organ.
l'

ized so that every stimulus OCt5 ooly on one single stote of the outomoton ond has

no ¡nflvence on tronsitions starting from ooy other stote. The,? stimuli of the X

motrix ore partit;oned in TI sets Of'l stimuli eoch, every set (x ., x .... -'.. ,.) being
1, 2. "

oss igned to ene stote A¡ (i = 1,2 ... 1/), ond ore effective ooly when the outomoton

is in stote A.. F igs. 2 ond 3 ¡Ilustrate this distribution of the x .. for TI = 3and, l'

TI= 4. Th is way, the trans iTion '\' ......•A. depends of A. , bur not on the rnonner,
'J '

how the Qutomoton entered in stote A¡ •

As to the marginol conditions (10) they ore fulfille~ outomatically in this

cose, due to conditions (6) holding for the stimuli assigned to the some stote A¡.

Since fOl' every state A. one anO only one of the stimulí x .. U= 1,2 .•. n)is acting
, J'

ay ony time, we hove

p(x . v
"

so thot

,_O (P Xi i )

v ••• vX2 j

~ p(a./a.)
] '

y ( )- P xii (11 )

(1 (Jo)

Besides, to be able to equolize the probabilíties P(xjj) to the caresponding

elements of any gíven iVIorkov Motrix, the P(xjj) hove to be constant ond adjustoble

in the intervol O~ P(.l:jj)~ l. The device, constructed to this purpose, will be

described in o loter chopter of this papero For the moment, let uS assume, thot

this has been ochieved.

Hoving thus tronsfOl'med every conuition to be sotisfied by probobilíties of

signols into the equivolent logicol condition to be fulfilled by the signals them~

selves, the design problem is reduced to thot of o speciol outomaton and can be

solved by standard methods of 10gicol designo

The so introduced probobilistic.\ motrix con be considered, in a way, as o

generalizatíon of the logicol excitatian motrix in the sense, thot the latter has
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elements ca¡xJ'ble ofassuming only the values Oand 1, whf.;reos the former can,

within the marginal restrictions, OSSume ony volue between Oand l.

CONSTRUCTION OF THE X MATRIX

Every set of n stimuli "ji (j = 1,2 ••. 1l), ossigned.to the SOrne state Ai,

will be formed by the termS of the Alternative Canonic Forrn (ACF), the so-eolled

-minterrns" of o certoin number r of binary, ;ndependent. poisson;on signals

mi' m2 ••• m,. The minterms tq are logical conjunction:,; oi the mi?,or their ne"

gation

m, (12 )

where ;;;k stands for mk or mk •
The 2' minterms of the mk(k = 1,2 ... r) ore mutually exclusive and ex ..

haustive, so that

'•• 'p = 'R ji q'¡ P

ond " v/v ••• vl, " (13)

1t can be sh"""n that for 2' ~ n, the n stimuli "ji can always be represented by combi-

nations of the rninterrns so that conditions (6) are satisfied. To this purpose the

tq, or logical alternations of sorne of them, hove to be distributed over the set of

the "ji in such a way, that these latter are exclus ive two by two and contoin, in

conjoint, al1 the minterms of the mk. This problem can, in genera 1, be solved by

various possible distributions of the t ,011 of them fulfilling conditions (6) fer the•
"ji' but not 011 of them being adequate to reprcx:Juce with the prebabilities of the

"ji the e lements of on orbitrory gíven Markov matrix.

To this end,the number of independent signals mk, cannat be smaller than

the number ef ¡ndependent parometers cantoined in eoch calumn af o Markov motrix
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of order n. With n elements in every column, satisfying 1 equotion derived from

the marginal restrictions, the number of independent ¡:xJrameters is n -1, forevery

column.

r = n-1 (14 )

will thus be the smallest number of independent signals Tnk necessory, to repro.

duce the stimuli of the i th column of on X motrix, which corresponds to an orbi.

trory chosen Morkov matrix. For the outomoton this meons a minimum of n(n-1)

inputsignolsTnki(k= 1,2 .... n-1; i= 1,2 .... n). ltconbeseen,thotitis

always easy to find one or more distributions of the minterms tq over the column

elements xji which satisfy the logical conditions (6). But not 011 these possible

distributions permit to reproouce the x .. with the probability volues determined by
J'

On orbitrory Markov motrix.

The signols mki being poissonian signols with probobility

p(mki = 1) = p(mki)' thei, Oond 1 ""Ices ore unifamly distributed ond the p(mki) can be

considered as constOnts. Becouse of their independence, no extra correlotion is

introduced by them in the generator signol o¡:xJrt from rhat determined by theMarkov

mOfrlX. rheir volues hove to be deduced from a system of n olgebraic equotions

toreach set of n-l signa~s mk. ossigned tothe elements x .. (j= 1,2 ... n) of
, J'

column i of the X matrix. These equations are non linear in the general cose ond

will not olways hove a solution far real, rationo/ana positive values of the p(mki).

Remembering that the mki ore ¡ndependent by ossumption, it fallows that

the P(xji) will hove the farm of products of factors P(;ki), where P(;;¡ki) = P(;;¡ki)

for mkJ t Tnki' ond P (;;¡ki) + 1 - P (mki) for ;;¡ki =+ mki' The number af factors of

every product depends af the particular combination of minterms chasen for every

xji' The system af 11 algebraic equotians for the r1-1 unknown p(mki) wiJI hove

the form

11 p(mki) (j = 1,2 ..• ,,)
k

To salve it for occeptable values af the p(mki) the fallowing combinotion

166



rule has been adopted for the x .. , making use of the circumstance, that the x .. of
l' JI

every column of the X matrix are exclusive and exhaustive, so that at every moment

one and only one of them can assume the value 1:

x . ::: m.
1, l'

m
,

x . li
m2i"

, ,
x. m

li
m2i m

J, Ji
(15)

x .., m' • m' .'m'.
li 2i 31

(Note 2)

For the probabilities this makes:

p(x,,)

p (x)J, [ 1 - P (m .ll[ 1 - P (m, .) 1 p (mJ )
1. I J

(16)

[ 1 - P (m) lf 1 - P (m,.ll ..... r 1 - P (m•• ,) 1 p (m•• 1. i)

the equotion for p (x .) being satisfied due to the marginol condition ~ p(x .. ) = l.n, . l'
1

From (16) the p(mki) can easily be calculated from the known values of

p(x¡j)' Progressinggraduollyfromj= 1 toj= ,¡-l,onlysomesimplealgebroic

operations hove to be performed, os every following equation contoins only one un.

known variable more than the preceding one.

Note 2: The Veitch and Karnaugh diagram af Fig. 4 illustrafes the cambinatian rule (15)and

show ,hat the resuhing x
ji

satisfy cond¡,ions (6). Using Ofdinary logic circuitry.

Ihe xji can be mecanized from (15).
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Moking use of the marginal condition the p(mki) take the form:

P(Xki)

P(Xki)+ P(xk+l.i)+ •••• + P(xni)
(17)

It can eosily be seen thot eoch p(mki) so obtained, is a real rationel and positive

number between O and 1 •

SimplifiecJ Mocle/s for Speciol Markov matrices.

In speciol coses the number of independent signals mki con be reduced.

Introducing, f. i., the extra condition, thet the eutomoton can make only two al.

lowed transitions from every state, these can be realized with a single signol and

its negotion, xi ond xi (i = 1,2 ... n), reducing the total number af independent

input s ignels from n (n -1) to n. Conditions (6) are reduced in this case to

(60)

which is tJ Iwoys tTue.

This speciol case has been discussed in on earlier work2•

Considering the ropid growth of the number of elements with the number of

symbols n, the practical limitations of the method ere quite serious, especially as

long as only traditional electronic circuit elements are used far construction. But

even the use of integrated circuits would not alliviote the difficulties of the high

number of input signols necessary in the general case, so that realizotions for

simplified special Markov matrices are to be token into OCcount whenever lhe

number of symbol is h igher than 3 or 4. These cases hove been s olved in our

loborotory.
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Input Signa/s with Constant ancJ Adjustable Probabi/ities.

F or the inde pende nt input signo Is mkj we used poissonion pulse troins, each

one derived from the output of a Geigercounter system mounted oround a rodioodive

somple odequotely shielded, in order to obtain only o single kind of rod¡otion.

Eoch one of these signols wos fed into o device designed to ochieve probo-

bility odjustment in steps of 1;10 between O ond l.

The device consists mOinly of e 10 stage ringcounter end e bisteble multi-

vibretor. The ringcounter stoges are switched .on" one by one, os the pulses of

the Geigercounters reoch the input. The sequence of the -on" stoges follows

thus o poissonion time series. The outputs of the 10 ringcounterstoges ore con-

nected to the multivibrotDr inputs in such o woy, thot the multivibrotor triggers to

its -1- stote, whenever the ringcounter has reoched the first of its 10 stoges,

while the multivibrotor triggers to its .0" stote with the one of the remoining 9

stages of the ringcounter, which has been selected by o rotory switch ploced ir,

the instrument panel, ond moved by hondo In this mOnner the relotive time intervol,

during which the signol Ossumes the volue 1, is odjusted on the instrument panel,

where it can be reod off from the switch scole. The reodings of 011 the switch

scoles permit to evaluate the elements of the Wtarkov matrix of the ge.neroted signol

a -for the simplified cose- coincide with them. Block diegrom and panel view

of the device ore shown in Figs. 5 ond 6.

This simple solution of a rother complicoted problem has been proposed by

Ing. Fernando Camorene of our laborotory.

Des ign process far TJ = 3

As en exomple the des ign method w i 11be i lIustroted for the case n = 3. T1e flow

diegrem of the outamoton is shown in Fig. 7. The outomaton has 3 stotes

A , ..4.. , A ond on output signol of 3 symbols a , a , a , corresponding to the
123 123

stotes designed with the Sorne leHer.

ToeochstoteA.3stimuliareossigned: x .,x .,x .(i= 1,2,3)
t 1 t 2, 3 I
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The 3 stimuli assigned to the some state Ai are built as combinations of

.-1= 2 (14')

independent binary poissonion signals: m ., m . (i = 1,2,3), so that we need 6
1J 21

input signa Is for the automaton.

Applying combinalion rule (15) we gel:

Xli mli

x2 i "'"
, • m. (15')mli "

XJi = '. ' (15' )m¡¡ m2i

The p'obabilities of the stimuli p(xji), equal to the corres¡:.onding elements

of a given Markov motrix ore substituted in equotions (17) to abtain the probabili"

ties p(mki) for the odjustments of the 6 input signals :

p(m
1i

) = p(xli)

(i= 1,2,3)

p(m'il
P (x'i)

P(x'i) + P(x'i)
(17' )

The remaining steps correspond to ordinary lagical design methods:

From (3) and (4) we get in our case:

(1)

Al x • A v x • A V x
13

• A
J11 1 l' ,

(1)
A, x • A v x • A v x • A

'1 1 22 , 2J ,

(1)
(4' )A x • A v x • A v x • A

3 31 1 32 , 33 3
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(1)

where A¡ rep-esents stcte i at the momerit t,,.1.; the sorne state ot J + 1. The 3

states ore represented nO'N, in the usual woy, by 2 binory stote variables, colled

q ond q fa the stotes ot moment t, Q ond Q for the stotes ot / t l. Combi-
1 2 1 2

natiaos af the state variables ore assignoted to the 3 outomoto stotes os follows:

.. (1)

Q;' Q,A 9} 92 A
1 1

A
(1)

91 • q2 A Q' Q,, , 1

ql • q;
(1) ,

A ,\ Q . Q,3 3 1

(18)

whi le the combination q: . q; ond º; . Q; resp. does not occur so that

"6..= q'. q'1 ,

Substituting (18) in equotions (4') ond resolving the resulting logical equotions

fa Q ond Q , we get
1 ,

v x ). q' • q V
31 1 2

x ). q • q
32 1 ,

v x ). q'. q
33 :2 1

1f the state variables ore represented now (see F ig. 8) by j - k memories, we get:

•1 v q'. x ). I
, 31
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º, i,

k, qf • x ). 1
, 13 (19)

where tare c10ckpulses fixing the duration of the symbols. Substituting from (15)

we get the equotions fe»'" the j- k memories in fermS of the input variables mk;i'

the stote variables q and the c10ckpulses t, from where the lagicol circuit diagrom

(Fig. 9) may be drawn:

,º, i = (mIJ v m
23
). t k (q, • m' • mi v q' • mI • m' ) • /

1 ,
12 " 2 11 21

º, ;2 = mi • I k , = (q, • m" v ql. m ). /
11 1 13

(190)

For the COfre/ofion function proctically the some result has been obtained os in

the simplified case anolized in a former work2• Its form depends exclusively of

the Eigenvalues of the Morkov motrix which can be controlled with the odjustable

~obabilities of the input 'signols, corresponding to Fig. 10 if the Eigenvalues are

reol, and to Fig. 1~ jf two of them are imaginory. In case of two complf'x Eigen-

values, the more or less oscillatory character of the function depends of the re-

lotion between the real ond imoginory port of the complex roots. Correlotion is

opprecioble up to sequences of 4 symbols.
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