RESEARCH Revista Mexicana dédica64 (2018) 490—497 SEPTEMBER-OCTOBER 2018

VEGAS: Software package for the atomistic simulation of magnetic materials
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We present an open-source software pack&gesAs, for the atomistic simulation of magnetic materials. Using the classical Heisenberg
model and the Monte Carlo Metropolis algorithMEGAS provides the required tools to simulate and analyze magnetic phenomena of a
great variety of systemsVEGAS stores the history of the simulation, i.e. the magnetization and energy of the system at every time step,
allowing to analyze static and dynamic magnetic phenomena from results obtained in a single simulation. Also, standardized input and output
file formats are employed to facilitate the simulation process and the exchange and archiving of data. We include results from simulations
performed using/ EGAS, showing its applicability to study different magnetic phenomena.
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1. Introduction packages, such &MPIRE [13] and ALPS [14], have been
developed with the aim to make available these kind of sim-
Magnetic materials are widely used in a diverse range ofjlations to the non-expert software developer. Furthermore,
applications in modern society. In recent years, magnetighe development of new software is important to take into ac-
nanostructures have attracted much attention because of theiunt improvements made to the current methods and imple-
promising properties that are not observed in larger strucmentations. An increase in the efficiency of the simulation
tures and the miniaturization demand of magnetic devicesand analysis processes can be achieved by the implementa-
Properties like exchange bias and superparamagnetic behaion of novel algorithms and the enhancement of the struc-
ior at room temperature make magnetic nanostructures idealre employed to describe the simulation input and output
for magnetic recording media [1] and biomedical applica-data. Besides, just part of the data is usually collected during
tions [2], respectively. a simulation, requiring several simulations to study distinct
Spin models have played an important role in understandmagnetic behavior of a given system. Taking these aspects
ing the magnetic behavior of magnetic materials. Speciallyinto account, we present an open source software package,
classical spin models bridge the gap between a full electroni¥ egas, for the static and dynamic atomistic simulation of
description of a magnetic material and conventional micro-magnetic materials.
magnetism [3]. Classical spins can be represented dis
mensional vectors, such as Ising € 1), XY (n = 2) and
Heisenbergs{ = 3) spins. Because of the difficulty to solve

by analytical approaches, the partition function of systémsrhe ajm ofVEeGAs is to provide the required tools to build,
represented by classical spin models, numerical simulationgimylate and analyze a great variety of magnetic systems with
employing the Monte Carlo method are usually used to estistryctural and magnetic characteristics that can be set with

mate the thermodynamic quantities of the systems. Magnetigjgn flexibility. The main features of EGAS are the follow-
properties of different systems, such as thin films [4], simplqng:

and core-shell nanoparticles [5,6], mixed spin systems [7],
torus nanorings [8], nanotubes [9], bit-patterned media [10]

and bulk materials [11,12] have been studied by Monte Carlo
simulations. These atomistic simulations allow to take into

account changes in the magnetization that occur at atomic
scale and the finite size effects which are considerable in
magnetic nanomaterials [13].

Because of the complexity of the methods and algorithms
used to perform atomistic simulation of magnetic materials,
research in the area is usually restricted to experts with ad-
vanced knowledge in computer programming, where simula-
tions are mostly based on codes developed by the researchers e High flexibility is provided for the building and sim-
themselves. In view of that, different open source software ulation of a great variety of magnetic systems. It is

2. VEGAS software package

e The history of the simulation is storeidg. the magne-
tization and energy of the system are stored at every
Monte Carlo Step (MCS) per temperature and mag-
netic field step. This allows to study the dynamic be-
havior of the system in addition to its static behavior
from results obtained in a single simulation. This way,
it is possible to estimate, among other things, equilib-
rium and non-equilibrium correlation times which can
be used to enhance the quality of the statistics of the
thermal averages.
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possible to simulate systems with different structureswherek?"* ande; are the uniaxial anisotropy constant and
and magnetic phases, where the statistics of each maghirection of sitei, respectively, or cubic anisotropy [15]

netic phase can be tracked independently. Any kind of

ion can be simulated by providing its atomic magnetic Hob = ke (S22 + 5757 + 5252). 3)

moment and spin. i

wherekg“? is the cubic anisotropy constant, afd, S, and
S, are thex, y andz components of the spin mome®t re-
spectively.

e Several spin update policies, including a highly-
efficient adaptive policy, are implemented in VEGAS
to simulate accurately the magnetic behavior of differ-
enF magnenc ;ystems. It IS possible to S|mu!ate a maé.z. Monte Carlo Metropolis algorithm
terial with various magnetic phases employing a dif-

ferent update policy for each magnetic phas® a  The time evolution of a classical spin magnetic system can be
core/shell nanoparticle where t.he coreis updgted USi.”@iven by the Monte Carlo Metropolis algorithm, where new
a random move and the shell is updated using a spingonfigurations of a system are generated from a previous state
flip move. Also, Ising and mixed spin Ising systems sing a transition probability. The algorithm is developed as
can be modeled using the spin-flip and qlsing updatgo|iows: an initial state is chosen for the magnetic system.
policies, respectively. Then, one single spin moment is randomly chosen and its
N : . direction is changed to a new trial direction according to an
* The direction of every spin moment is stored per tem'update policy (trial move). The energy of the system before
perature anq magnetic field step at the last MCS,’. whergmd after the trial move is then evaluated according to Eq. (1)
the system is expected to have reached equilibrium, ;4 4 energy chand@ FE) is calculated. Finally, the trial

dr‘n i t ith ility gi
evolution of the spin moments direction, which can ove s accepted with a probability given by

contribute to a better understanding of the magnetic AE
phenomena. p=exp ( ) “)
e An estimation of the simulation time is given during Wherekp is the Boltzmann constant arifl is the absolute
the simulation. temperature of the system. Repeating this process once per
spin moment is called a MCS. The update policy has influ-
e VEGAS does not require to be built in order to be ex- ence on the efficiency of the algorithm and its physical inter-
ecuted, it is composed by executables that can be rupretation [3]. Common update policies, including the spin-
directly onLINUX 64 bits andWINDows 8 (or later)  flip, random, small step and Gaussian moves [16], are im-
operating systems. plemented iV EGAS. Furthermore, an adaptive move which
keeps the acceptance rate of the new statesi€arenhanc-
ing the efficiency of the Monte Carlo Metropolis algorithm is
implemented.
For a comprehensive review of the atomistic spin model
and the integration methods employed in the atomistic simu-
lation of magnetic materials see [13].

3. Model and method
3.1. Classical spin Hamiltonian

The magnetic systems simulated us\WigGAs are described
by the classical Heisenberg model. Interactions at the atomi
scale between spin moments in a magnetic material are mo

eled by the Heisenberg spin Hamiltonian, which includes, orqer to facilitate the exchange and archiving of d&te;
the_ exchange, _anlsotr_opy _and_ ap_phed field interactions. Thg »g ses the standardized file formalspN andHDF5, for
Heisenberg spin Hamiltonian is given by the input and output files of the simulations, respectively.
JSON uses universal data structures through which the
H=- Z JijSi - Sj — s B Z (Si-mi) =Hani (1) simulation parameters can be defined using a name/value pair
73 ‘ structure. An example of 3soninput file is shown in Fig. 1.
In this file, the simulation parameters, including the temper-
ature, magnetic field range and step, nhumber of MCS and
random number seed, for a hysteresis loop simulation are de-
fined. Also, the material, anisotropy and initial state (if re-
quired) files, and the results output file are given. In order to
take into account the atomic magnetic moment, the field input
parameters corresponds to quantitieg 0B (see Eq. (1)). In
Huni Z ki (S, - e;)? ) this case, the simulation parameters are normalized such that

.3.  File Formats

whereJ;; is the exchange interaction constant between sites
andj, B andn; are the magnetic field intensity and direction
of sitei, respectivelyu, is the atomic magnetic momer§;
andsS; are the spin moment directions of siteEnd;, respec-
tively, andH,,,; is the anisotropy term. The anisotropy term
can take the form of uniaxial anisotropy

kg = 1. Then, the exchange interaction, anisotropy and field
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{ the different types of ions. The third part mainly corresponds
"sample"; "material.dat", to the geometric construction of the material, indicating the
index, spatial coordinates, spin norm, spatial coordinates of

"anisotropy": "anisotropy.anis" N . ; . .
py Py ’ the magnetic field axis, type and update policy of the ion. Fi-

nes "n.
field": { nally, the fourth part indicates the exchange interactions be-
"start": 0.5, tween the ions. There are not limitations in terms of the size
"final": -0.5, of the material; however, the time of the simulation increases

"cycle”' true linearly with the size of the material.
. ’

"delta": -0.005 3.4.2. Simulation
¥
"initialstate": "initialstate.state",
"seed": 69696969,

The simulation model and methods are implementeden
GAs usingC++ libraries. In order to initialize the simulation
of a given magnetic material/{ EGAS reads the system and

"temperature": 0.001, simulation parameters from thison input file. Then, the
"kb": 1.0, simulation is carried out by routines implemented accord-
" " ing to the classical Heisenberg model and the Monte Carlo
mcs": 20000, i ) . . .
" . " Metropolis algorithm, while the simulation results are stored
out": "results.h5 in the HDF5 output file. During the simulation, an estimate
} of the simulation time is given.
FIGURE 1. Example of a JSON input file defining the simulation
parameters. 3.4.3. Data analysis

parameters must be given in units of temperature. Howevely EGAS has implemented multiple analyzers for the analy-
if the user intends to use other kind of normalization, it issis and visualization of different magnetic phenomena. All
necessary to use coherent units for all the parameters. Fthe analyzers are written #iy THON using theH5pY library.
instance, if the user intends to use real units in the MKS sysThe analyzers are developed based on the data structure of
tem, the Boltzmann constant must be givenJjfKk and the  the simulation results, which are storecHDF5 format. Dif-
exchange interaction, anisotropy and field parametess in ~ ferent variables are employed to store the simulation result

On the other handHDF5 is a data model and file for- data, which include the temperature, magnetic field, ion po-
mat for storing and managing extremely large data, whicksitions, final states, energy and magnetization. Furthermore,
is useful for storing and analyzing the simulation results inthe Boltzmann constant and the number of MCS are stored as
VEGAS, specially the history of the simulation. Other input attributes.
data, including the anisotropy and the material files, are given If the user requires a more specific or detailed analysis,
in plain text format. For these files, we designed simple datit is possible to implement simple scripts to analyze the sim-
schemes to specify the anisotropy type and the magnetic andation results. Moreover, the HDF Group provides a visual
structural parameters of the material. tool, HDFVIEW [18], to extract and analyze data frdiDF5

files.

3.4. VEGAstools

Based on differeneyTHON andC++ libraries,VEGAaspro- 4.  Applications

vides tools to build, simulate and analyze magnetic systems. ] ] ) )
Static and dynamic magnetic properties, such as hysteresis

3.4.1. Material building loops, critical temperature, compensation behavior, reversal
mechanisms, magnetic recording, critical exponents and cor-

VEGAS has aPYTHON-based tool,VEGAS LATTICE, for  relation times, can be determined usMgGAs. In this Sec-

building materials with different shapes, structures and magtion, we present some examples of the applicability/at

netic propertiesV EGAS LATTICE provides the essential rou- Gas to study different materials and magnetic phenomena.

tines to generate regular graph lattices in linear time, as well

as some cuts of those lattices for nanoparticles and randomly 1. Materials with different shapes and structures

depleted lattices. Detailed documentationMEGAS LAT-

TICE can be found at its GitHub repository [17]. Materials with simple and complex shapes, such as core/shell
It is also possible to build the material manually accord-nanopatrticles, nanotubes, nanowires, nanorings, bit patterned

ing to the material file format. The material file, which uses amedia, thin films, multilayers and bulk systems, and crystal

plain text format, is essentially composed by four parts. Thestructures, such as simple, body-centered and face-centered

first part indicates the number of ions, links and ion types incubic, can be simulated MEGAS. Samples of some materi-

the material. The second part is composed by identifiers foals are shown in Fig. 2.
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L

a) b) c)

FIGURE 2. Samples of a a) spherical core/shell nanoparticle, b) core/shell nanowire and c) multilayer.
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FIGURE 3. a) Thermal dependence of the magnetization and susceptibility, and b) hysteresis10dp af an iron bulk material. Inset in
Fig. 3a) shows the BCC crystal structure of iron.

MCS were performed at each temperature step. For this sim-
ulation, the size of th&lDF5 file, which stores the history of
Thermal averages can be easily extracted and visualized frothe simulation, is approximately 209 MB. The running time,
the simulation results output file. Figure 3 shows the thermain a Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80 GHz with an
dependence of the magnetizatia' Y and the susceptibility x86.64 architecture, was 1.31 houts 24.48 seconds. All
(x), and a hysteresis loop of a bulk material simulated usthe information, including the thermal averages, magnetiza-
ing the structure and magnetic parameters of iron, namelyion states and dynamic data of the system, is extracted from
J = 44.01 meV/link andk = 3.53 x 10~3 meV/atom [13].  this single file.

From these results, important magnetic properties of the ma-

terial, such as the critical temperat\€ ) and the coercivity 43 pynamic behavior

(H.), can be determined.
The hard disk space required for a simulation depends oBesides the static magnetic properties, the dynamic proper-

parameters as the size of the system and the number of Monties of a magnetic system can be extracted from a single simu-
Carlo, temperature, and field steps of the simulation. For infation [19]. Figure 4 shows the equilibrium correlation times
stance, the simulation of the thermal dependencd @indy () for a ferromagnetic bulk material with generic parame-
(see Fig. 3a) was made considering a system With: 2000  ters. The correlation times were computed for some of the
sites with 8 nearest neighbors each one, BCC structure ardifferent spin update policies implementedMiEGAS. Over-
uniaxial anisotropy. The temperature was varied from a highall, the adaptive policy produces the lowest correlation times
to a low value with a total of 200 temperature steps, whileat all temperatures, indicating that it is a very efficient update
the magnetic field was set to a single valueddf’. 20000 policy for this kind of system.

4.2. Thermal averages
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4.4. Critical exponents FIGURE 6. @) Vortex and b) reverse vortex magnetization states in

N ) . ) -atorus nanoring, and c) temperature dependence of the magnetiza-
Phase transitions can be characterized by simulating the crition in thed direction of a torus nanoring cooled down from a high
ical behavior of the magnetic systems. Using the finite size temperature.
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scaling method, it is possible to extract values for critical ex-
ponents by observing the variation of the thermal averages
with the system size [19,20]. Figure 5 shows log-log plots of
the maxima of the susceptibility ("®), and the first {;"®)

and second orde#{"®) cumulants of the magnetization as a
function of the system siz@) for a ferromagnetic 2D Ising
system with generic parameters. The critical exponeiaisd

v are obtained from the slope of the plots in Figs. 5a and 5b,
respectively.

4.5. Magnetization switching processes

Simulation of magnetization switching processes are of great
importance for the development of recording devices based
on magnetic nanoparticles. Figures 6a and 6b show cross-
sectional views of magnetization states in a ferromagnetic

t
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FIGURE 8. a) “Collinear”, b) “throttled”, c) “hedgehog” and d) “artichoke” magnetization states produced in a ferromagnetic spherical

nanoparticle with core and@¢él surface anisotropy.

Rev. Mex. Fis64 (2018) 490-497



496 J.D. ALZATE-CARDONA, D. SABOGAL-SIAREZ, O.D. ARBELAEZ-ECHEVERRI, AND E. RESTREPO-PARRA

torus nanoring. Two magnetization states, vortex (see Fig. 6a) Figures 2, 6a, 6b, 8 and the inset in Fig. 3a were gener-
and reverse vortex (see Fig. 6) states, can be formed in theged using? OV-Ray [21].

torus nanoring and convenientbly employed to represent the Worked examples, tutorials and a detailed description of
bits 0 and 1. Figure 6¢ shows the temperature dependence tife use oV EGAS can be found at its web page https://pcm-
the magnetization in th@direction (M) of two independent  ca.github.io/vegas/

simulations where a torus nanoring with generic parameters
was cooled down from a high temperature. During the cool-5
ing down process and in a short temperature range (shaded

region), an external circular magnetic field was applied. Inyegasis a software package under active development. Im-
one of the simulations, the external magnetic field switchegortant improvements are planned for the sample building
the magnetization of the torus nanoring producing a reversgnd data analysis libraries, increasing the flexibility in the
vortex state (solid line), while in the other simulation, it doesgnstruction of complex magnetic systems and providing dif-
not switch the magnetization producing a vortex state (dashegrent tools for the analysis and visualization of all kind of

line). This kind of behavior indicates that there is a switchingsjmulation results. Addition of new Hamiltonian terms, such

probability which depends on the temperature range at whichs the dipolar and Dzyaloshinskii-Moriya interactions, are

Perspectives

the external magnetic field is applied [8]. expected to be included in the Hamiltonian. Parallelization
) ) ) techniques are also planned to be applied to the Monte Carlo
4.6. Histogram and multiple histogram methods Metropolis algorithm to reduce simulation times. Because

From results obtained USiNGEGAS, it is also possible to ap- the storing of the history of the simulation generates signifi-
. b P cantly long files, and for some applications this information

ply data analysis techniques such as the single and multiplé o ; .
. : IS not necessary, it is planned to introduce an input parameter
histogram method. These methods allow to take a single sim)- . .
) . 10 set the frequency of the storing of the data. This could also
ulation performed at some temperature and extrapolate or in- - . . -
. o ..._enhance the efficiency of the simulation by avoiding the stor-

terpolate results to give predictions of observable quantities o
) . ing of correlated data. Furthermore, it is expected to develop

at other temperatures [20]. Figure 7 show histograms of the

: . : . a functionality to resume a simulation, that has crashed for
energy per ion sitef{/N) obtained at different temperatures :
. . . . ; an external factor, from the data stored before the crash. Fi-
in a ferromagnetic 2D Ising system with generic parameters,

Using the multiple histogram method, it is possible to inter-na“y’ In order to complement the dynamic study of a system,

polate observable quantities, such as the energy and magna functionality will be developed to allow the visualization

tization. at other temperatures with high accurac 6f the time evolution of the system spin configuration. This
' P g Y- can be achieved by storing the spin moments direction every

given number of MCS at a specific temperature/field. Re-
searchers are encouraged to contribute to the development of

The feature oVEGAS that allows to store the direction of VEGASatits GitHub repository [22].

every spin moment at the last MCS is very useful to iden-

tify different magnetization states, which is difficult from the Acknowledgments
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