An accelerated growth model to generate complex networks with connectivity distribution slope that varies with time
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Many real-life complex networks have in-degree and out-degree distributions that decay as a power-law. However, the few models that have been able to reproduce both of these properties, can not reproduce the wide range of values found in real systems. Another limitation of these models is that they add links from nodes which are created into the network, as well as between nodes already present in this network. However, adding links between existing nodes is not a characteristic available in all systems. This paper introduces a new complex network growth model that, without adding links between existing nodes, is able to generate complex topologies with in-degree and out-degree distributions that decay as a power-law. Moreover, in this growth model, the ratio at which links are created is greater than the ratio at which nodes are born, which produces an accelerated growth phenomenon that can be found in some real systems, like the Internet at the Autonomous System level. This model also includes a behavior in which the slope of the in-degree distribution changes as the network grows, in other words, it is a function of time. Similar behaviors have been previously observed in some real systems, like the citation network of patents approved in the US between 1975 and 1999. However, in this latter network, the slope of the out-degree decreases as the network grows.
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1. Introduction

Many systems and their interactions can be described using Directed Complex Networks (DCN) which share similar properties [1–3]. In order to model a system as a complex network, a set of components in the system are defined as nodes, and the relationships between them as links. For example, scientific papers’ citation networks represent articles as nodes, and citations as the links that join them. Citations in an article are outwardly directed to the articles they cite to. When directed links are necessary to represent a network it is called a DCN. However, when all the links are bidirectional or non-directional, the network is considered to be a non-directed complex network (NDCN). In a DCN, the number of links that leave a node is called its out-degree, while the number of links that enter a node is called its in-degree.

Before the turn of the century, the random network model was considered suitable to study most known networks. In this model, each node randomly selects to which nodes it connects to. This generates out-degree and in-degree values for all the nodes in the network that follow a Poisson probability distribution. However, research published in 1998 and 1999 [4–6] reported that some real networks have in- and out-degree distributions that follow a power-law function [7], \( P(k) \sim k^{-\gamma} \), which means that the properties observed in this type of networks may not be the result of simple random processes, hence they have been called complex networks (CN). Newer studies have uncovered that many other systems follow the CN mechanisms and properties [3]. For example: the power grid, airline networks, social-contact disease networks, neuronal networks, protein-protein interactions, scientific papers’ citation networks [4], the WWW and the Internet at the autonomous system scale, to mention a few.

The collective study of real systems that have power-law connectivity distributions has found that their in-degree distributions’ exponent, \( \gamma_{in} \), vary in a range between 1.05 and 4.69, while their out-degree distributions’ exponent, \( \gamma_{out} \), have a range between 1.05 and 5.01 [2, 8].

These values have an important effect on the properties of this type of networks. For example, networks with exponent values (\( \gamma_{in} \) and \( \gamma_{out} \)) in the range between two and three are considered scale-free [2]. In this type of networks, a large percentage of nodes have a smaller than average degree, while a few nodes possess a high degree value. Another particular property of scale-free networks [9], is that they have a small network diameter \( d \) (see Fig. 1). Typically,
\[ d \approx \ln(\ln(N)), \] where \( N \) is the number of nodes in the network. Therefore, it is common to refer to such networks as “ultra-small-world” networks. This property has an effect in the behavior of such networks. For example, in the implementation of routing and searching algorithms, or the propagation of computer or biological viruses.

Since the publication of Barabási and Albert’s (BA) growth model [10] to generate complex networks, this model has been used as a reference for others to add new processes which allow to reproduce other properties observed in real networks [8].

For example, the original BA model included only ND-CNs and could only generate networks with the \( \gamma = 3 \) exponent. Dorogovtsev et al. added an initial attractiveness property [11] which allowed to model DCN and produced an exponent \( \gamma_{in} \) that could vary between 2 and \( \infty \).

Not all networks possess the same processes. For example, adding and deleting links is possible only in networks like the WWW, where a web programmer may manually add or delete hyperlinks between pages. Another example could be a friendship network, where people may make new friends and lose others. However, this property is not available in a citation’s network, since once an article has been published, it is usually not possible to change its references to other articles. Interestingly, a published article has a fixed out-degree, but its in-degree may increase over time as new articles may reference any published article. Therefore, it is possible to deduce that in-degree distributions that follow a power-law function in this type of networks is due to preferential attachment [15]: Articles that have many references have a greater probability to acquire new references. However, the preferential attachment mechanism does not apply for the out-degree distribution of this type of networks and thus, it has not been possible to determine the laws, principles or rules that could explain why this distribution follows a power-law function in networks without a rewiring mechanism, like the citation network.

Models introduced after the one proposed by Barabási [15] define new processes that reproduce the behaviors and properties of specific real complex systems. However, there is no generic model that could reproduce the diverse number of properties found in the real world.

For example, Bollobás et al. [12] applied the preferential attachment model to the out-degree, while Dorogovtsev et al. [13] added links with preferential destination and links with random source and destination, both tried to produce in-degree and out-degree distributions that follow a power-law. However, the models proposed by Bollobás et al. and by Dorogovtsev et al. are suitable for networks that are able to create new links between existing nodes, but not for networks lacking this mechanism, like the citation’s network.

Among the models that may be used to study networks that do not allow adding and deleting links after nodes have been created, the Krapivsky-Redner (K-R) model [14] allows power-law behavior for the in-degree distribution of the networks generated, but the out-degree distribution follows a Poisson function. The model proposed by Jabr-Hamdan et al. [15] simply assigns a power-law distribution to the outgoing links. While the model proposed by Esquivel et al. [18] only reproduce power-law distribution for the out-degree, but not for the in-degree. Other models have not been able to concurrently produce out-degree and in-degree distributions that decay as a power-law function.

The motivation behind this work is that, for the case of complex networks that do not allow to add and delete links, there are no models able to simultaneously produce out-degree and in-degree distributions that decay as a power-law.

This paper introduces a new DCN accelerated growth model which, without adding new links or rewiring between existing nodes in the network, is able to generate networks in which the in-degree and the out-degree node distributions decay as a power-law. Accelerated growth is a behavior available in some complex networks, where the ratio at which new links are created is greater than the ratio at which new nodes are added [17].

2. Network growth model proposed

The DCN growth model proposed in this paper is based in the Krapivsky-Redner [14] model. Initially the network has \( m_0 \) isolated nodes and at each time-step a new node \( n \) is created, and one of the following two operations happens:

1. With probability \( 1 - p \), a random number \( m \) is selected, where \( m \) is the number of outgoing links for \( n \). The number \( m \) has a range between 1 and \( N \), where \( N \) is the number of nodes in the network before \( n \) was created. The new node \( n \) randomly selects \( m \) nodes in the network, and it connects to each of these \( m \) nodes through a directed link that originates in \( n \) and finishes in each \( m \) node.

2. With probability \( p \), \( n \) randomly selects an existing node \( x \) and then connects \( n \) to all ancestors of \( x \), where the directed links originate in \( n \) and terminate at each ancestor of \( x \).

This article considers that node \( x_1 \) is an ancestor of \( x_2 \), if there is a link that originates at \( x_2 \) and finishes at \( x_1 \).
Figure 2 shows an example for the proposed model. In this example, the network has a set of nodes \( Net \{0, 1, \ldots, 4 \} \), and \( p = 0.8 \). Then, at the first time-step, node 5 gets created and randomly selects a real number between 0 and 1 which determines if it needs to execute the operation that corresponds to probability \( p \) or the one that corresponds to probability \( 1 - p \). For example, if the chosen number is 0.1, then the operation correspond to probability \( 1 - p \) (0.9) as shown at Fig. 2a. Then, a random number from 1 and \( N \) is selected, which determines the out-degree of the new node, \( m \). Notice that the range of \( m \) for this example is from 1 to 5. Assume a value of \( m = 2 \) for this example, then two outgoing links are created from node 5 to two different nodes randomly selected from the network: nodes 0 and 3. Figure 2b shows an example of the operation that corresponds to probability \( p \): a new node, 6, is created and randomly selects a number between 0 and 1. Assume that this number is 0.35, which is greater than \( 1 - p \) and, therefore, this should be an operation that corresponds to \( p \). Then, a random node from the existing network is chosen, for example 5, and the new node copies all the outgoing links of this node. This is also expressed as node 6 connects to node 5’s ancestors.

3. Experiments and results

The following experiments were designed to find the impact that the parameters of the proposed model have in the out-degree and in-degree distribution of the generated networks, and to determine the range of the exponent in these distributions.

The proposed model was tested using numerical simulations. The generated networks were grown from \( N = 1 \) to \( N = 10^4 \). The range for the \( m \) outgoing links lies between 1 and \( N \). The value of probability \( p \) varied from 0 to 1. Logs from these simulations were employed to generate the graphs shown in Fig. 3. For clarity, this figure only shows the distributions for \( p = 0.10, 0.80, 0.90, 0.97 \) and 0.99.

Figure 3 shows that, when \( p = 0.10 \), the in-degree distribution’s tail decays as an exponential function. In this case, the probability that a new node connects with \( m \) randomly selected existing nodes is 0.90. For this condition, the network’s growth is governed by non-biased random processes. In other words, each node in the network has the same probability to obtain new incoming links.

When \( p = 0.99 \), it is possible to see that the distribution’s tail has approximately three decades in the \( y \)-axis that decay as a power-law with exponent \( \gamma \approx 4.30 \).

These experiments show that for the proposed model, the average in-degree increases as the network grows. For example, when \( p = 0.99 \) and the network reaches \( 10^4 \) nodes, the average in-degree is 4.79. In contrast, when the growth reaches \( 10^4 \) and using the same \( p \), the network has an average in-degree of 48.64. This increment in the average in-degree indicates that, as the network grows, the speed at which links are born increases with respect to the speed at which nodes are born. In other words, the model exhibits accelerated growth [17].

Figure 4. The impact of growth in the value of \( \gamma_{in} \) in a network generated by the proposed model. When the network has grown to \( 10^3 \) nodes, the in-degree distribution has a slope \( \gamma \approx 3.3 \), but when the network reaches \( 10^4 \) nodes, the value of \( \gamma_{in} \) has increased to approximately 4.3.
Figure 4 shows that, for a network that has grown to $10^4$ nodes, the exponent $\gamma_{in} \approx 3.30$, and when the network reaches $10^5$ nodes, $\gamma_{in} \approx 4.30$. In other words, $\gamma_{in}$ increases as the network grows.

A consequence of the variation of $\gamma_{in}$ with the growth of the system, is that it becomes complicated to use the analytical tools that have been traditionally used to study complex networks: the master equation and the continuum method [10,18].

When in this model $m = 1$ and remains constant during the growth of the network, the acceleration is equal to zero and the proposed model is identical to the one published by Krapivsky et al. [14]. For this case, $\gamma_{in}$ also varies from 2 to $\infty$.

Figure 5 shows a family of curves that show the out-degree distributions produced by the proposed model. This figure shows that, when $p$ approximates 0, the out-degree distribution exponent $\gamma_{out}$ also approximates 0. In other words, as $p$ gets closer to 0, the out-degree distribution approximates to a uniform distribution. When $p$ tends to 1, the $\gamma_{out}$ also tends to 1. Therefore, the numerical experiment shows that the $\gamma_{out}$ has a range between 0 and 1.

This result coincides with the analytical model published by Esquivel et al. [16], where they applied the Krapivsky-Redner model to a random generation of the out-degree to generate their own model. The $\gamma_{out}$ obtained with the model proposed in here is similar to the one obtained in [16] because it is one of the components of the proposed model.

4. US Patents and its $\gamma_{out}$

The references between the patents approved in the US between 1975 and 1999 [19] are an example of a CN that changes its $\gamma$ exponents value as it grows, similarly as in the proposed model. In this network, each node represents a patent and the directed links, the references between patents. This system changes as the network grows, was not an expected behavior. Therefore, it becomes important to study the mechanisms that produce such behavior, which for the case of the patents citation’s network, produces that the $\gamma_{out}$ exponent takes smaller values as the network grows, while this same exponent does not change for the proposed model.

Figure 6 shows the out-degree distribution of this system when the network is at both of these stages. It is possible to observe that $\gamma_{out} \approx 4.38$ at ST1 and it changes to approximately 3.38 at ST2. This is a clear example of a real system that has a growth behavior similar to the one observed in the proposed model. In other words, $\gamma_{out}$ may vary over time as the network grows. Unfortunately, this analysis cannot be done for $\gamma_{in}$, because the data range stops at 1999, which hides all citations received from patents created after this date.

5. Discussion

The model introduced in this article has an accelerated growth behavior which was expected, since each new node added to the network creates $m$ links, where $m$ may be greater than one. However, the fact that the $\gamma$ exponent changes as the network grows, was not an expected behavior. Therefore, it becomes important to study the mechanisms that produce such behavior, which for the case of the patents citation’s network, produces that the $\gamma_{out}$ exponent takes smaller values as the network grows, while this same exponent does not change for the proposed model.
It may also be interesting to study what could happen as the patent citation’s network system grows: will the $\gamma_{out}$ exponent continue to decrease? At which point will it stop changing? Maybe the $\gamma_{out}$ will stop when the network becomes scale-free ($\gamma_{out}$ between 2.0 and 3.0), where it may become an ultra-small-word network. This study may have implications when trying to model other systems. For example, if a network can be used to model the propagation of a biological virus, it may be possible to anticipate how the network will grow, its expected diameter and other structural properties, which may then help to predict or contain the propagation of such virus.

The answer to the previous questions may be available once there is enough information about the evolution of this type of networks and a deeper understanding about the different processes that allow to produce and model this type of networks.

6. Conclusions

This article has introduced a new DCN growth model based in previous models by Krapivsky-Redner [14] and by Esquivel et al. [18]. The new model has resulted in a growth mechanism that is able to generate DCN with an out-degree and in-degree node distribution that decays as a power-law and which also includes an accelerated growth phenomenon, where the rate at which links are created is greater than the speed at which nodes are created. This causes the mean number of links per node to increase as the network grows, and it also exhibits an increase in the $\gamma_{in}$ exponent, but not for $\gamma_{out}$.