Brownian motion of a charged particle in a magnetic field
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1. Introduction

The stochastic diffusion of a plasma across a magnetic field arising from the fluctuations of the electric field was solved by Taylor in 1961 using a theoretical Langevin description [1]. In that work, a situation is considered in which the density gradient of charged particles exists only in the direction perpendicular to the external magnetic field. Due to this physical situation, the diffusion process is described by two coupled stochastic differential equations associated with two components of the ion velocity vector. The diffusion process is then characterized through the Mean Square Displacement (MSD) across the magnetic field. In the next year, the same problem on the Brownian motion in a magnetic field was solved by Kursunoğlu [2] by making an extension to the Chandrasekhar [3] treatment of ordinary Brownian motion in terms of the probability distribution function associated with the magnitude of the velocity. In his work, Kursunoğlu assumed that the surrounding medium in which the charged particles are diffused is the electromagnetic field which is envisaged by a set of classical harmonic oscillators. By assuming the existence of a fluctuating electric field in the plasma, the charged particles in the field can be assumed to undergo a large number of collisions per second with the oscillators. Therefore, the diffusion is described as a stochastic process where some kind of dynamical friction proportional to the velocity of the particle acts. Consequently, the usual expressions for the diffusion processes across and along the external magnetic field were obtained. Almost forty years later, the problem has again become of interest to other scientists, cf. [4-7]. In particular, in Ref. 4 the full description of the Brownian motion in the magnetic field is given through the transition probability densities for the velocity-space, phase-space, and the Smoluchowsky configuration-space. In Refs. 1, 2, and 4 the theoretical developments were pursued by assuming that the constant magnetic field vector explicitly points along the $z$-axis, that is $\mathbf{B} = (0, 0, B_z)$. Our purpose in this work is to study three theoretical extensions to Taylor’s proposal. The first one consists in showing that Taylor’s problem is equivalent to a situation in which the constant magnetic field is allowed to point along any direction, that is $\mathbf{B} = (B_x, B_y, B_z)$. This can easily be achieved by means of a rotation of this magnetic field along the $z'$ axis of the transformed space of coordinates $(x', y', z')$. The second one, although it would seem to be obvious, was not considered by Taylor and consists in the following: a charged particle in a constant magnetic field is a strictly rotational phenomenon and the conditions under which the Brownian motion in a magnetic field have been studied (small fluctuations of the electric field) also correspond to a rotational phenomenon. The question then is why, at equilibrium (large time-limit), the rotational effects of the charged Brownian particle are not reflected in the diffusion process across the magnetic field as effectively shown by Taylor and Kursunoğlu [1, 2]? The answer to this question can easily be clarified if we focus on the Langevin equation in the large-friction force approximation, also known as the over-damping problem. The third case is the following: because the large-time limit or diffu-
The fluctuating electric field $\tilde{E}(t)$, whose elements, defined as $\omega_i = B_i/mc$, are known as the Larmor frequency, $B_i$ being each component of the magnetic field vector $\mathbf{B}$ where the subindex $i$ may take on the values 1, 2, 3 representing the coordinates $x, y, z$ respectively. The fluctuating electric field $\tilde{E}(t) = (e/m)\mathbf{E}(t)$ satisfies the properties of Gaussian white noise with zero mean value and correlation function
\begin{equation}
\langle \tilde{E}_i(t) \tilde{E}_j(t') \rangle = 2q \delta_{ij} \delta(t - t'),
\end{equation}
$q$ being the noise intensity.

If we make the change of variable $\mathbf{v}' = R^T \mathbf{v}$, where $R^T$ is the transpose of the rotation matrix $R$ given in Appendix A, then Eq. (2) becomes
\begin{equation}
\mathbf{v}' = -\beta \mathbf{v} + W \mathbf{v}' + \tilde{E}'(t),
\end{equation}
where $\tilde{E}'(t) = R^T \tilde{E}(t)$ and $W' = R^T W R$ is another antisymmetric matrix such that $\mathbb{R}(t) = e^{W't}$ is in general an orthogonal rotation matrix satisfying $\mathbb{R}^{-1}(t) = \mathbb{R}^{-1}(t)$, i.e., the transpose is its inverse and therefore $\mathbb{R}^{-1}(t) = e^{-W't}$. Such matrices, as shown in Appendices A and B, are given by
\begin{equation}
W' = \begin{pmatrix}
0 & \omega_2 & -\omega_3 \\
-\omega_2 & 0 & \omega_1 \\
\omega_3 & -\omega_1 & 0
\end{pmatrix}, \quad \mathbb{R}(t) = \begin{pmatrix}
\cos \omega t & \sin \omega t & 0 \\
-\sin \omega t & \cos \omega t & 0 \\
0 & 0 & 1
\end{pmatrix},
\end{equation}
such that $\omega^2 = \omega_1^2 + \omega_2^2 + \omega_3^2 = \epsilon^2 B^2/m^2 c^2$, with $B^2 = B_1^2 + B_2^2 + B_3^2$ being the square modulus of the external magnetic field $\mathbf{B}$. The second term of Eq. (5) can also be written as the cross product $W' \mathbf{v}' = (e/mc)\mathbf{v}' \times \mathbf{B}'$, where $\mathbf{B}'$ can be visualized as an external magnetic field given by $\mathbf{B}' = B_k \mathbf{k}$, $\mathbf{k}$ being the unitary vector along the $z'$ axis. Therefore, in the transformed space of coordinates, the external magnetic field points, in a natural way, along the $z'$ axis. The Brownian motion of a plasma will be better described through the Langevin equation (5), whose solution may be written as
\begin{equation}
\mathbf{v}'(t) = e^{-\beta t} \mathbb{R}(t) \mathbf{v}'(0) + \mathbb{R}(t) \int_0^t e^{-\beta(t-s)} \mathbb{R}^T(s) \tilde{E}'(s) ds.
\end{equation}

To calculate the correlation function for the velocity $\mathbf{v}'(t)$ at two different times, we have to impose the initial condition on velocity $\mathbf{v}'(0)$. We assume that it is determined by the Maxwell distribution function
\begin{equation}
P_1(\mathbf{v}(0)) = \left(\frac{m}{2\pi k_B T}\right)^{3/2} \exp\left[-\frac{m}{2k_B T} \mathbf{v}(0) \cdot \mathbf{v}(0)\right],
\end{equation}
in which $\mathbf{v}(0) \cdot \mathbf{v}(0)$ denotes a scalar product, $k_B$ is the Boltzmann constant, and $T$ is the temperature of the surrounding medium. It is also assumed that there is no correlation between $\mathbf{v}(0)$ values and $\mathbf{E}(t)$ for any $t \geq 0$. Because it will be necessary to average over $\mathbf{v}'(0)$ using the Maxwell distribution, as well as averaging stochastically with respect to the noise $\tilde{E}'(t)$, we use the notation $\{\cdots\}$ for the averages over $\mathbf{v}'(0)$. In this case, due to the transformations of $\mathbf{v}'(t)$ and $\tilde{E}'(t)$, it can also be shown that there is no correlation between $\mathbf{v}'(0)$ and $\tilde{E}'(t)$.

The correlation function at two different times for the components of velocity $\mathbf{v}'(t)$ reads as
\begin{equation}
\langle v'_i(t_1) v'_j(t_2) \rangle = e^{-\beta(t_1+t_2)} \mathbb{R}_{ik}(t_1) \mathbb{R}_{jl}(t_2) \{v'_k(0) v'_l(0)\} + \mathbb{R}_{ik}(t_1) \mathbb{R}_{jl}(t_2) \langle h_{k}(t_1) h_{l}(t_2)\rangle,
\end{equation}
where the stochastic average is
\begin{equation}
\langle h_{k}(t_1) h_{l}(t_2)\rangle = \int_0^{t_2} dt_3 \int_0^{t_3} dt_4 e^{-\beta(t_1+t_2-t_3-t_4)} \times (\mathbb{R}^T)_{km}(t_3) (\mathbb{R}^T)_{ln}(t_4) \langle \tilde{E}'_{m}(t_3) \tilde{E}'_{n}(t_4)\rangle dt_3 dt_4.
\end{equation}
Using the Maxwell distribution (8), it can be shown that
\begin{equation}
\{v'_k(0) v'_l(0)\} = \frac{k_B T}{m} \delta_{kl},
\end{equation}
and, using the correlation function (4), we can also show that
\begin{equation}
\langle \tilde{E}'_{m}(t'_1) \tilde{E}'_{n}(t'_2)\rangle = 2q \delta_{mn} \delta(t'_1 - t'_2).
\end{equation}
Therefore, the stochastic average (11) reduces to
\[
\langle h_k(t_1)h_l(t_2) \rangle = 2q \int_0^{t_1} \int_0^{t_2} e^{-\beta(t_1+t_2-t')} \times (\mathbf{R}_k^T)_{k_i}(t'_1)(\mathbf{R}_l^T)_{l_i}(t'_2) \delta(t'_1 - t'_2) \, dt'_1 \, dt'_2.
\]
(14)

So, according to Eqs. (12) and (14), the correlation function (10) is then
\[
\langle [v'_i(t_1)v'_j(t_2)] \rangle = \frac{k_B T}{m} e^{-\beta(t_1+t_2)} \mathbf{R}_k(t_1)\mathbf{R}_j(t_2) + \frac{q}{\beta} \mathbf{R}_k(t_1)\mathbf{R}_j(t_2) [e^{-\beta|t_1-t_2|} - e^{-\beta(t_1+t_2)}].
\]
(15)

The constant \( q \) can be calculated from the fluctuation-dissipation relation \([8]\), which is related to the average kinetic energy at equilibrium. This average can be calculated from Eq. (15) at the time \( t_1 = t_2 = t \), yielding
\[
\frac{1}{2} \{ \langle v'^2(t) \rangle \} = \frac{3k_B T}{2m} e^{-2\beta t} + \frac{3q}{2\beta} \left[ 1 - e^{-2\beta t} \right],
\]
(16)

where \( v'^2(t) \) is the square modulus of velocity \( v'(t) \). As time goes to infinity, the Brownian particle attains thermal equilibrium with the surrounding medium in which it is immersed. Consequently, this average kinetic energy should be \( 3k_B T/2 \). Eq. (15) agrees with this value if and only if \( q = \beta k_B T/m \), which is precisely the fluctuation-dissipation relation. Once this relation is used in (16), it is seen that, for all time,
\[
\frac{1}{2} \{ \langle v'^2(t) \rangle \} = \frac{3k_B T}{2m},
\]
(17)

which exhibits one aspect of the stationarity of the process. Therefore, in the transformed space of velocities, the plasma diffusion also satisfies the same fluctuation-dissipation relation as that of the usual Brownian motion.

### 2.1. The Mean-Square Displacement

In the transformed space of velocities \( \mathbf{v}' \), it is clear that \( \mathbf{v}'(t) = d\mathbf{r}'(t)/dt \), where \( \mathbf{r}'(t) = R \mathbf{r}(t) \). So, if at time \( t = 0 \) the particle is at \( \mathbf{r}'(0) \), then the MSD for the vector \( \mathbf{r}'(t) \) is given by
\[
\langle [\mathbf{r}'(t)-\mathbf{r}'(0)]^2 \rangle = \frac{3}{m} \int_0^t \int_0^t \langle [v'_i(t_1)v'_j(t_2)] \rangle \, dt_1 \, dt_2.
\]
(18)

To calculate this quantity, we must calculate the MSD for each component of vector \( \mathbf{r}'(t) \). If we define the components of this vector as \( r'_1(t) \equiv x'(t) \), \( r'_2(t) \equiv y'(t) \) and \( r'_3(t) \equiv z'(t) \), then the MSD for each component and their cross correlations can be calculated using Eq. (15). For the \( x'(t) \) component we have, after some algebra,
\[
\langle [\Delta x'(t)]^2 \rangle \equiv \langle [x'(t)-x'(0)]^2 \rangle = \frac{q}{\beta} \left[ \int_0^t \int_0^t \cos \omega(t_1-t_2) e^{-\beta|t_1-t_2|} \, dt_1 \, dt_2 \right],
\]
(19)

which can be readily evaluated, yielding:
\[
\langle [\Delta x'(t)]^2 \rangle = 2 \left( \frac{D}{1 + (\omega/\beta)^2} \right) t - \frac{q}{\beta \Lambda_1^2} (1 - e^{-\Lambda_1 t}),
\]
(20)

where \( D = q/\beta^2 = k_B T/m \beta \), which is consistent with the value of the Einstein coefficient, \( \Lambda_1 = \beta - i\omega \), and \( \Lambda_2 = \beta + i\omega \). The same expression is obtained for the \( y'(t) \) component, that is \( \langle [\Delta y'(t)]^2 \rangle \equiv \langle [y'(t)-y'(0)]^2 \rangle = \langle [\Delta x'(t)]^2 \rangle \). The MSD for the \( z'(t) \) component is simply
\[
\langle [\Delta z'(t)]^2 \rangle \equiv \langle [z'(t)-z'(0)]^2 \rangle = \frac{q}{\beta} \left[ \int_0^t \int_0^t e^{-\beta|t_1-t_2|} \, dt_1 \, dt_2 \right],
\]
(21)

which leads to the following result
\[
\langle [\Delta z'(t)]^2 \rangle = 2 D t - \frac{2q}{\beta^2} (1 - e^{-\beta t}),
\]
(22)

which is also an expected result. On the other hand, it can be shown that cross correlation functions
\[
\langle [\Delta x'(t)](\Delta y'(t)) \rangle = \langle [\Delta y'(t)](\Delta x'(t)) \rangle = 0,
\]
\[
\langle [\Delta x'(t)](\Delta z'(t)) \rangle = \langle [\Delta z'(t)](\Delta x'(t)) \rangle = 0,
\]
and
\[
\langle [\Delta y'(t)](\Delta z'(t)) \rangle = \langle [\Delta z'(t)](\Delta y'(t)) \rangle = 0.
\]

From the expressions given in Eqs. (20) and (22), we can make the analysis for short and large times. For short times, such that \( \beta t \ll 1 \) and \( \omega t \ll 1 \), we get the following expressions for the three components:
\[
\langle [\Delta x'(t)]^2 \rangle = \langle [\Delta y'(t)]^2 \rangle = \langle [\Delta z'(t)]^2 \rangle = \frac{q}{\beta} t^2;
\]
(23)

therefore,
\[
\langle [\Delta x'(t)-\Delta y'(0)]^2 \rangle = \sum_{l=1}^{3} \langle [x'_l(t)-x'_l(0)]^2 \rangle = 3 \left( \frac{k_B T}{m} \right) t^2.
\]
(24)

This result shows that, in this regime of approximation, the MSD is the same for the three components and proportional to \( t^2 \), which corresponds to the behavior of a free particle. This means that, in this limit of approximation, the plasma is not sensitive to the surrounding medium in which it is immersed. For large times, such that \( \beta t \gg 1 \) and \( \omega t \gg 1 \)}.
and also \( \omega < \beta \) we have, for the \( x' \) and \( y' \) components, the following expression:

\[
\langle (\Delta x')^2 \rangle = \langle (\Delta y')^2 \rangle = 2 \left( \frac{D}{1 + (\omega/\beta)^2} \right) t,
\]

(25)

and for the \( z' \) component,

\[
\langle (\Delta z')^2 \rangle = 2 Dt .
\]

(26)

Finally, the MSD will be

\[
\langle [\mathbf{r}'(t) - \mathbf{r}'(0)]^2 \rangle = \left( \frac{2}{1 + (\omega/\beta)^2} + 1 \right) 2Dt
\]

(27)

The expressions given by Eqs. (25) and (26) are the MSD across and along the magnetic field respectively, and they are proportional to \( t \). Therefore, in this regime of approximation, which corresponds to the diffusive regime, the plasma enters in contact with the surrounding medium through the incessant collisions with the oscillators. We can also see, from Eqs. (25) and (26), that the MSD’s are related by

\[
\langle (\Delta x')^2 \rangle = \langle (\Delta y')^2 \rangle = \frac{\beta^2 \langle (\Delta z')^2 \rangle}{\beta^2 + \omega^2},
\]

(28)

and the maximum value of the MSD across the magnetic field occurs at \( \beta = \omega \), that is

\[
\langle (\Delta x')^2 \rangle_{\text{max}} = \langle (\Delta y')^2 \rangle_{\text{max}} = \left( \frac{F_nT}{eB} \right) c t,
\]

(29)

where \( T \) is the temperature of the diffusing particle at equilibrium.

As can be seen, for intermediate times the MSD across the magnetic field, given by Eq. (20), contains the rotational effects of the system through the factors \( e^{-\Lambda_1 t} = (\cos \omega t + i \sin \omega t) e^{-\beta t} \) and \( e^{-\Lambda_2 t} = (\cos \omega t - i \sin \omega t) e^{-\beta t} \), which clearly disappear in the large time limit. For this reason the expression given by (25) does not contain these rotational effects.

2.2. The over-damped problem

Expressions (25) and (26) describe the plasma diffusion at equilibrium and they do not properly exhibit the rotational character of the system. This physical situation can be understood if we pay attention to the solution to the Langevin equation in the large frictional force approximation. In this limiting case, the time derivative of Eq.(5) can be neglected, resulting in the following approximation:

\[
\mathbf{v}' = \overline{W}'^{-1} \mathbf{\dot{E}}'(t),
\]

(30)

where \( \overline{W}'^{-1} \) is defined as the inverse of the matrix \( \overline{W}' = \beta I - W' \), such that

\[
\overline{W}'^{-1} = \begin{pmatrix}
\frac{\beta}{\beta^2 + \omega^2} & \frac{\omega}{\beta^2 + \omega^2} & 0 \\
\frac{-\omega}{\beta^2 + \omega^2} & \frac{\beta}{\beta^2 + \omega^2} & 0 \\
0 & 0 & \frac{1}{\beta}
\end{pmatrix}.
\]

(31)

The large friction-force approximation (30) is well known as the over-damped problem, in which \( W'^{-1} \) can be called a “diffusion coefficient matrix”. It is now clear that, in the dynamical evolution of Eq. (30), there is no rotational effect. Here, the MSD can simply be calculated by solving Eq. (30) in terms of the vector \( \mathbf{r}'(t) \). In this case, we have, for the \( x' \) component

\[
\langle [\mathbf{r}'(t) - \mathbf{r}'(0)]^2 \rangle = \sum_{i=1}^{3} \langle [r'_i(t) - r'_i(0)]^2 \rangle
\]

\[
= 2q \sum_{i,k=1}^{3} (\overline{W}'^{-1})_{ik} \int_{0}^{t} \int_{0}^{t} \delta(t_1 - t_2) dt_1 dt_2 .
\]

(32)

So, for each component we conclude that

\[
\langle (\Delta x')^2 \rangle = \langle (\Delta y')^2 \rangle = 2 \left( \frac{D}{1 + (\omega/\beta)^2} \right) t,
\]

(33)

and

\[
\langle (\Delta z')^2 \rangle = 2 Dt .
\]

(34)

The rest of the cross correlation functions are equal to zero.

2.3. The colored noise problem

For this problem, the fluctuating electric field \( \mathbf{\dot{E}}(t) \) satisfies the properties of Gaussian colored noise with zero mean value and correlation function [13, 14]

\[
\langle \mathbf{\dot{E}}_i(t) \mathbf{\dot{E}}_j(t') \rangle = \frac{q}{\tau} \delta_{ij} e^{-|t-t'|/\tau},
\]

(35)

with \( \tau \) the correlation time of noise.

Because the large-time limit is the time interval of interest, we study the colored noise problem in the over-damped approximation given by Eq.(30). In this case, the MSD is now written as

\[
\langle [\mathbf{r}'(t) - \mathbf{r}'(0)]^2 \rangle = \sum_{i=1}^{3} \langle [r'_i(t) - r'_i(0)]^2 \rangle
\]

\[
= \frac{q}{\tau} \sum_{i,k=1}^{3} (\overline{W}'^{-1})_{ik} \int_{0}^{t} \int_{0}^{t} e^{-|t-t'|/\tau} dt_1 dt_2 .
\]

(36)

By evaluating the integral we have, for the \( x' \) component

\[
\langle (\Delta x')^2 \rangle = 2 \left( \frac{D}{1 + (\omega/\beta)^2} \right) \left[ t - \tau \left( e^{-t/\tau} - 1 \right) \right],
\]

(37)

and the same expression for the \( y' \) component. The MSD for the \( z' \) component is

\[
\langle (\Delta z')^2 \rangle = 2 D \left[ t - \tau \left( e^{-t/\tau} - 1 \right) \right].
\]

(38)

The rest of the cross correlation functions are equal to zero. In the limit of the small correlation time such that \( t \gg \tau \), we get

\[
\langle (\Delta x')^2 \rangle = \langle (\Delta y')^2 \rangle = 2 \left( \frac{D}{1 + (\omega/\beta)^2} \right) (t + \tau).
\]

(39)
2.4. Numerical simulation of the over-damped problem

In order to corroborate the plasma diffusion across the magnetic field, we perform a numerical study of the problem in the over-damping case for white noise. If we rescale the position and time variables as \( r' = r/l_m \) and \( t = \omega t \), where \( l_m = (mc^2/B^2)^{1/3} \) and \( \omega \) is the aforementioned Larmor frequency, we obtain a dimensionless expression for Eq. (5), in which we take \( \omega = 30 \). These equations were written as a multivariate Langevin equation for which a suitable integration algorithm was proposed in Ref. 9. The simulation parameters were taken as \( \Delta t = 0.001 \) for the integration time-step, \( \beta = 100.0 \) and \( q = 5000 \), which guarantee that we are simulating the over-damping problem, and the position variables represent a driftless Wiener process [10]. The results of the theoretical expression (33) agree with the simulation results, as can be appreciated in Fig. 1.

3. Conclusions

By means of a rotation of the Langevin equation given by Eq. (2), we have shown that the Brownian in a constant magnetic field, allowed to point along any direction, is equivalent to that studied by Taylor, as effectively shown by Eq. (5). In our case, the two \( x' \) and \( y' \) velocity components are coupled and are very similar to those proposed for Taylor, except by the expression of the Larmor frequency, which in our case is \( \omega = eB/mc \), where \( B^2 = B_1^2 + B_2^2 + B_3^2 \). This is the frequency with which the charged particle rotates around the \( z' \)-axis of the transformed space of coordinates before it reaches a state of equilibrium state as time goes to infinity. The \( z' \) velocity component satisfies the usual Brownian motion equation and is independent of the other two equations. So, for a large-time limit, the MSD across the magnetic field (25) is similar to that obtained by Taylor and Kursunoglu, except for the Larmor frequency \( \omega \). It reduces to the Taylor’s and Kursunoglu’s results if \( B_1 = B_2 = 0 \), for which \( \omega = eB_3/mc \). According to this result, the diffusion process across the magnetic field defines an effective diffusion constant given by \( D_e = D/\left(1 + (\omega/\beta)^2\right) \).

We have also shown that, in the large-time limit, the diffusion process is essentially equivalent to the over-damped problem, which yields to the Langevin approximation (30). The solution to this equation is clearly not rotational, as shown by Eq. (32), and therefore the plasma diffusion across the magnetic field is described without any oscillatory behavior, as can be corroborated in the numerical simulation results displayed in Fig. 1.

Finally, we take advantage of the over-damped approximation to calculate the effect of colored noise on the diffusion processes across and along the magnetic field for small \( \tau \), yielding to the approximations (39) and (40). The non-markovian contribution to the MSD’s in this approximation is a time translation for small \( \tau \) values.

Acknowledgments

The authors wish to thank R. M. Velasco for her valuable comments and suggestions. Financial support from the Consejo Nacional de Ciencia y Tecnología (CONACYT) México is also acknowledged.

A Appendix: Transformation of matrix \( W \)

Given the antisymmetric matrix

\[
W = \begin{pmatrix}
0 & \omega_3 & -\omega_2 \\
-\omega_3 & 0 & \omega_1 \\
-\omega_2 & -\omega_1 & 0
\end{pmatrix},
\]

it can be transformed into another antisymmetric matrix \( W' \), which defines a new reorientation of the magnetic field \( B \). The transformation can be achieved by means of a rotation matrix \( R \) which is composed by the unitary eigenvectors of matrix \( W \) [11]. Therefore, the rotation matrix will be

\[
R = \begin{pmatrix}
-\omega_2 \omega_3 & \omega_3 & \omega_2 \\
\omega_3 & -\omega_1 \omega_3 & \omega_1 \\
-\omega_2 & -\omega_1 & 0
\end{pmatrix},
\]

where the first and second column are the real and imaginary part of one of the two complex eigenvectors of \( W \). So, the following transformation \( R'W'R \) leads to

\[
W' = R^T WR = \begin{pmatrix}
0 & \omega & 0 \\
-\omega & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]
where $\omega^2 = \omega_1^2 + \omega_2^2 + \omega_3^2$ and $R^T$ is the transpose of matrix $R$, such that $R^T R = I$.

B Appendix: The rotation matrix $\mathcal{R}(t)$

To show that the relation $e^{W't} = \mathcal{R}(t)$ is a rotation matrix, we follow the proposal of Ref. 12. For this purpose, we define the rotation angle $\phi = \omega t$ and the matrices

$$M_z = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad A = iM_z = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (B.1)$$

such that $A$ is real and antisymmetric and therefore $W't = i\phi M_z$. Using the property of the exponential, we have

$$e^{W't} = e^{i\phi M_z} = I + i\phi M_z + \frac{(i\phi M_z)^2}{2!} + \frac{(i\phi M_z)^3}{3!} + \cdots \quad (B.2)$$

where $I$ is the unit matrix. Collecting both the odd and even terms and taking into account that

$$M_z^{2n} = S = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad M_z^{2n+1} = M_z, \quad (B.3)$$

where $S$ is a symmetric matrix and $iM_z^{2n+1} = A$, it can be shown that Eq.(B2) reduces to

$$e^{W't} = I + (\cos \phi - 1)S + \sin \phi A; \quad (B.4)$$

therefore, by defining $\mathcal{R}(t) = e^{W't}$, we finally have that

$$\mathcal{R}(t) = \begin{pmatrix} \cos \omega t & \sin \omega t & 0 \\ -\sin \omega t & \cos \omega t & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (B.5)$$

is an orthogonal rotation matrix because $\mathcal{R}(t)\mathcal{R}^T(t) = I$.

---


---